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Abstract

Meta-complexity investigates the complexity of computational problems and tasks that are them-
selves about computations and their complexity. Understanding whether such problems can capture the
hardness of NP is a central research direction. A longstanding open problem in this area is to establish
the NP-hardness of MINKT [Ko91], the problem of estimating time-bounded Kolmogorov complexity.

We contribute to this research direction by studying nK*, a natural variant of Kolmogorov complexity
that captures the complexity of representing a string using time-bounded nondeterministic computations
[BFLO1]. Let MINnKT denote the task of estimating nK*(x) of a given input string z. We prove that
MINnKT € BPP if and only if NP C BPP. In contrast with prior work, this result provides the
first non-conditional, non-oracle, non-partial version of a natural meta-computational problem whose
hardness characterizes NP ¢ BPP.

Crucial to our result is the investigation of a new notion of probabilistic nondeterministic time-
bounded Kolmogorov complexity called pnK’. This measure can be seen as an extension of pK’ com-
plexity [GKLO22a] obtained by replacing K* with nK*. We establish unconditionally that pnK" has
nearly all key properties of (time-unbounded) Kolmogorov complexity, such as language compression,
conditional coding, and a form of symmetry of information. Finally, we show that the corresponding
meta-computational problem MINpnKT also captures the hardness of NP, and that extending this result
to the closely related problem Gap-MINpnKT would imply the exclusion of PH-Heuristica.
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1 Introduction

1.1 Overview

Meta-complexity investigates the complexity of computational problems and tasks that are themselves
about computations and their complexity. Two central problems in meta-complexity are MCSP [KCO00], the
task of estimating the circuit complexity of a given function, and MINKT [Ko091], the task of estimating the
time-bounded Kolmogorov complexity of a given string. The study of the computational complexity of these
and related problems has had a significant impact in theoretical computer science over the last decade, with
influential developments in areas such as learning theory [CIKK16], cryptography [LP20], and average-case
complexity [Hir21].

A major open problem is to show the NP-hardness of MCSP and MINKT. Beyond the intrinsic in-
terest in establishing the hardness of natural problems, recent results have highlighted the broader signif-
icance of this research direction for algorithms and complexity theory. In particular, NP-hardness results
in meta-complexity offer a promising approach toward excluding Heuristica, i.e., the quest to establish an
equivalence between the worst-case and average-case complexities of NP (see [Hir22a]). In more detail,
under the average-case easiness of NP, certain “gap” versions of MINKT and MCSP admit worst-case to
average-case reductions. As a result, if solving Gap-MINKT in the worst case implies that NP is easy in the
worst case, then the average-case easiness of NP (which entails the average-case easiness of MINKT and,
via the worst-case to average-case reduction, the worst-case easiness of Gap-MINKT) would also lead to
the worst-case easiness of NP. Ruling out Heuristica would constitute a major breakthrough in complexity
theory and a crucial step toward basing cryptography on the worst-case assumption that NP ¢ BPP.

In a celebrated result, Hirahara [Hir22b] established the NP-hardness of “partial” versions of MINKT
and MCSP, where the input string 2z € {0,1,x}" is allowed to contain unspecified bits encoded by “x”.
Unfortunately, for such computational problems worst-case to average-case reductions remain unknown.
This further motivates the task of establishing the hardness of “total” meta-computational problems, such as
MINKT and its variants, which tend to be susceptible to worst-case to average-case reductions.

Summary of Contributions. We explore nK’ complexity, a natural variant of Kolmogorov complexity
that considers the complexity of describing a string using time-bounded nondeterministic computations. We
employ this extension of time-bounded Kolmogorov complexity to develop the meta-complexity of nonde-
terministic Kolmogorov complexity. In more detail, our main contributions can be summarized as follows:

— We show that the task of computing nK'(x) of a given string 2 € {0, 1}" captures the worst-case hardness
of NP. This hardness result holds for standard strings and does not rely on the use of “x”. In order to prove
this result, we introduce conceptual and technical ideas that are likely to find further applications.

— In particular, we introduce a useful notion of probabilistic nondeterministic Kolmogorov complexity called
pnK?, and establish that it has nearly all key properties of (time-unbounded) Kolmogorov complexity. This
means that in many applications we can replace Kolmogorov complexity by a time-bounded measure with
similar features, thereby retaining information about the complexity of computations.

— Finally, we describe a striking connection between the complexity of computing nK*(z) and its variants
and average-case complexity. More precisely, we show that a seemingly minor extension of our hardness
results would have a significant consequence to the average-case complexity of the polynomial hierarchy.

Next, we explain our results and contributions in detail.



1.2 Results
1.2.1 Capturing the Hardness of NP via Nondeterministic Kolmogorov Complexity

For z € {0,1}" and t € N, the t-time-bounded nondeterministic Kolmogorov complexity of x is defined
as

nK'(z) := min {|H

« Yw € {0,1}", I(w) outputs z or L in ¢ steps
program 11 '

« 3w € {0,1}", II(w) outputs z in ¢ steps

We extend this definition to nK*(x | y), the conditional version of nK?, in the natural way (see Section 2.3).
The complexity measure nK' was studied under the name CND? in [BFLO1] and CN? in [BLVMO05].!

Let MINnKT be the following problem: Given (x,1%,1%), where z € {0,1}" and s,t € N, decide
whether nK’(z) < s. Note that MINNKT € X5, the second level of the polynomial hierarchy.

Theorem 1 stated below requires a computational model that behaves well with respect to the time and
description length overhead of composing computations. We refer to Section 1.3 and Section 2 for more
details about the mild conditions imposed on the encodings of programs. (We note that the conditions we
need are often implicitly assumed in the literature on meta-complexity and time-bounded Kolmogorov com-

plexity.)

Main Contribution. We are ready to state the main result of this paper.

Theorem 1 (Characterizing NP ¢ BPP by the Worst-Case Hardness of nK").
The following equivalence holds.

MINnKT € BPP <= NP C BPP.

Recall that it is a longstanding open problem to show the hardness of MINKT [Ko91]. Theorem 1 can
be interpreted as a solution to this problem in the setting of nondeterministic time-bounded Kolmogorov
complexity. In contrast with prior work, such as [Hir20c, ACMT21, Hir22b, Hir22c, LP22, HIR23, 11a23],
this result provides the first non-conditional, non-oracle, non-partial version of a natural meta-computational
problem whose hardness characterizes NP ¢ BPP.

In order to establish Theorem 1, we rely on a new approach that explores a delicate regime of param-
eters of the MINnKT instances. We explain this in more detail in Section 1.2.3, where we also discuss
its relevance to average-case complexity. We note that, due to the use of non-black-box techniques from
meta-complexity, our result does not provide a Karp-reduction from an NP-complete problem to MINnKT.
In any case, the equivalence established in Theorem 1 is sufficient when exploring implications to average-
case complexity (see Section 1.2.3).

Related Results. Next, we show that if MINnKT is average-case easy under the uniform distribution (see
Section 2.7 for a precise statement), then NP can be solved in polynomial time in the average case.

Theorem 2 (Average-Case Hardness of nK?). The following holds.
(MINnKT,U) € AvgBPP = DistNP C AvgBPP.

It is instructive to compare Theorem 1 and Theorem 2 with some related results from [Hir20a, Hir20c,
Hir22c, LP22, HIR23]. Let Ml NcKT3AT denote the SAT-oracle version of conditional MINKT. The follow-
ing results are known.

"While the definition of the measure presented in these papers is slightly different than the one given here, it is not hard to see
that they are equivalent.



(i) Worst-Case Hardness: MINcKTSAT € BPP <= NP C BPP [Hir20c].> Moreover, computing
sublinear conditional time-bounded Kolmogorov complexity is NP-hard [Hir22c, LP22], while com-
puting conditional time-bounded Kolmogorov complexity is NP-hard under a strong cryptographic
assumption [HIR23].

(i) Average-Case Hardness: MINKTSAT € BPP = DistNP C HeurBPP [Hir20c, Theorem 3.5].
(iii) PH Average-Case Hardness: GapMINKT™H ¢ P — DistPH C AvgP [Hir20a].

In comparison with the results in Item (i), Theorem 1 exhibits the hardness of a non-conditional meta-
computational problem, i.e., for instances without a conditional string. On the other hand, in comparison
with Item (i7), our proof of Theorem 2 establishes a stronger conclusion under a weaker assumption, as
explained next. For the DistNP-hardness of MINKT®AT stated in Item (if), it is enough to have an efficient
algorithm that accepts the set of strings with low KP°Y:NP_complexity while rejecting a large fraction of
random strings. In contrast, in Theorem 2 we only need an efficient algorithm that accepts strings with
low nKPY_complexity while rejecting a large fraction of random strings. Since the set of strings with
low nKP°Y-complexity is a subset of those with low KP2¥:NP_complexity, the actual assumption required
in Theorem 2 is implied by the one needed in Item (if). Moreover, in Theorem 2 we obtain the stronger
consequence that NP is average-case easy in the errorless setting, rather than in the error-prone setting
considered in Item (ii). Finally, in Item (ii7), [Hir20a] shows the DistPH-hardness of a generalization of
a gap formulation of MINKT that considers compression with access to a PH-oracle. While it is possible
to use a weaker assumption to derive the weaker conclusion DistNP C AvgP, similarly to the discussion
about Item (i7) the corresponding meta-computational problem is harder than the one in the assumption of
Theorem 2 (see [Hir20a, Theorem 1.16]).

In our next result, we show that if MINnKT is average-case easy under the uniform distribution, then
NP can be solved in sub-exponential time in the worst case.

Theorem 3 (Worst-Case to Average-Case Reduction). The following holds.
(MINnKT, i) € AvgBPP = NP C RTIME [20(71/ logn):| ‘

Previous works [Hir21, GKLO22a] have shown that if $% is average-case easy, then NP can be solved
in time 20("/1087)  Theorem 3 obtains the same conclusion under the weaker assumption that MINnKT is
average-case easy. Indeed, MINnKT can be solved in NP using two non-adaptive calls to an NP oracle, so it
is in NPNP = EQP . Hence, if EQP is easy on average, so is MINnKT. However, the reverse direction remains
unclear. Also, note that if MINnKT is average-case easy, then by Theorem 2, the same holds for NP. Yet, it
is unknown if 25 is average-case easy under the assumption that NP is average-case easy.

1.2.2 Probabilistic Nondeterministic Kolmogorov Complexity Is (Essentially) All You Need

The proof of Theorem 1 relies on certain useful properties of a probabilistic variant of nK? called pnK®.
First, we review the following definition, which will be useful when comparing our results with prior work.
For z € {0,1}" and t € N, the t-time-bounded randomized nondeterministic Kolmogorov complexity of ©
is defined as

mK'(z) := min {|H
program I1

Vw € {0, 1}, II(w; r) outputs z or L in stepS;] - 2 }

I‘ —
re{0,1} [Elw € {0, 1}, II(w; r) outputs x in ¢ steps —3

The complexity measure rnK* was studied under the name CAM? in [BLVMO5].

?In fact, [Hir20c] showed the stronger result that PN" reduces to MINcK TAT under deterministic polynomial-time reductions.



pnK’ Complexity. Inspired by pK* complexity [GKLO22a] and its properties (see, e.g., [LO22]), we in-
troduce the following notion of probabilistic nondeterministic Kolmogorov complexity. For x € {0,1}" and
t € N, the t-time-bounded probabilistic nondeterministic Kolmogorov complexity of x is defined as

d program II of size at most k s.t. the following conditions hold:

v
ol o

pnK'(z) :=min{ k € N| Pr . |Vw € {0, 1} TI(w; r) outputs z or L in ¢ steps;
~{0,1 .
o Jw € {0, 1}, TI(w; r) outputs  in ¢ steps

Equivalently,
pnK'(z) := min{k eN

Pr [nKi(z|r) <K > 2}.
rw{O,l}t 3

In other words, while pK® corresponds to K! complexity in the presence of a random string, analogously,
pnK! is simply nK? complexity in the presence of a random string.

We extend the definitions of rnK? and pnK! to their corresponding oracle versions in the natural way,
i.e., by giving to the program oracle access to the corresponding set O C {0, 1}*. We write K% and
pnK®© | respectively.

We show that pnK? admits nearly all key properties of (time-unbounded) Kolmogorov complexity, such
as a general form of language compression, (conditional) coding, and useful variants of symmetry of in-
formation. As a consequence, in many scenarios, pnK’ can replace Kolmogorov complexity while still
providing useful bounds on the complexity of computations.

Below we discuss the properties of pnK? in more detail and contrast our results with prior work.

Language Compression for pnK!. As established by [Leec06, Theorem 4.1.4] (improving [BLVMOS5]),
nondeterminism allows us to get non-trivial language compression in the time-bounded setting. In other
words, there is a polynomial p(-) such that for every set A := {4,, C {0,1}"},en, and for all n € N and
r e A,

nKP(MAn (1) < log |A,| + O(y/log | A, - logn).

[BLvVMOS5] showed that an improved language compression theorem holds if we employ randomness in
addition to nondeterminism. More precisely, there is a polynomial p(-) such that for every set A := {4,, C
{0,1}"},en, and forall n € Nand x € A,

rmKP(M-An (1) < log | Ay | + log® p(n).

This result is still suboptimal due to the additive O(log3 n) term. This super-logarithmic overhead can lead
to super-polynomial running times in applications.

In contrast to the aforementioned results, we observe that an optimal language compression theorem
holds for pnK®. This result plays a key role in the proof of Theorem 1.

Theorem 4 (Language Compression for pnK®). There is a polynomial D.c(+) such that for every set A :=
{A, €{0,1}"},en, and foralln € Nand x € Ay,

anch<")’A” (x) <log|An| +logp ().

On the other hand, we provide evidence that nondeterminism is indeed crucial for language compression,
even when restricted to predicates in P.

Theorem 5. Item I implies Item 2 in the statements appearing below.



(i) (Average-Case pK’ Language Compression for P.) For any set A := {A, C {0,1}"}en that is in
P, there exists a constant ¢ > 0 such that for alln € N

c 1
Pr [pK” (z) <log|Ay| —i—c-logn} > —.
n

r~Ap
(ii) Unary-NP C BPP.

Theorem 5 complements a result from [BLVMOS] showing that for all n, ¢, k € N such that £ < n, there
exists a set A such that log|A,,| = k and for every z € A,,,

rKEAn (2) > n — log | Ap| — logt — O(1).

This bound on rK%#» complexity rules out the possibility of getting a language compression theorem with-
out nondeterminism for every set A, while Theorem 5 rules out language compression without nondetermin-
ism (even on average) for sets decidable in polynomial time (under the assumption that Unary-NP ¢ BPP).
The latter case is of interest in the proof of Theorem 1.

Conditional Coding for pnK®’. Since pnK! is a more “powerful” notion than pK?, and the latter admits a
coding theorem [LOZ22], it follows that pnK® also has this property. Here, we show that pnK’ possesses an
even stronger conditional coding property.

Theorem 6 (Conditional Coding for pnK"). For every polynomial-time samplable distribution family { Dy, } nen
supported over {0,1}" x {0, 1}", there exists a polynomial p such that for all n € N,

pnK? (2 | y) < log + log p(n).

1
Du(z | y)

In contrast, conditional coding does not hold for pK’ under the assumption that NP ¢ BPP [HIL23].
This gives another natural setting where nondeterminism seems essential and leads to an advantage of pnK®
over pK".

Symmetry of Information for pnK’. ~Finally, we show that non-trivial forms of the symmetry of informa-
tion principle hold for pnK' complexity. The results discussed below improve the parameters of analogous
results established for rnK? complexity in [LRO5] (see also [Lee06, Theorem 6.3.3]).

Theorem 7 (Semi-Symmetry of Information for pnK"). There exist polynomials p.,, () and po(-) such that
for all sufficiently large x,y € {0,1}* and every t > po(|z| + |y|),

pK' (2, y) > pnKPsa ) (y | ) + pnKPsar ) (2) — log ps, (1)

The reason we call Theorem 7 semi-symmetry of information is because on the left-hand side of the
inequality we obtain pK'(z,y) as opposed to pnK’(z,y). We are able to overcome this limitation in the
average-case setting, which is sufficient in many applications.

Theorem 8 (Average-Case Symmetry of Information for pnK®). For every polynomial-time samplable dis-
tribution family {Dy, }nen supported over {0,1}" x {0,1}", and for every polynomial q, there exists a
polynomial p such that for every computable time bound t > p(n) and for all large enough n,

BT [pnK!(@.9) 2 pnk'(y | ) + prk!(@) - ¢ logt] > 1~
w,y’\/ n

q(n)’

where ¢ > 0 is a universal constant.



In contrast, average-case symmetry of information does not hold for pK* under the existence of one-way
functions [HILT23].

To sum up, pnK’ satisfies nearly all pillars of time-unbounded Kolmogorov complexity (as discussed
in [Lee06]), which makes the new measure attractive in applications of meta-complexity in time-bounded
settings. The only missing property is worst-case symmetry of information, which we leave as an interesting
open problem. It is worth pointing out that there is an oracle world where symmetry of information for nK*
does not hold (see [LROS, Corollary 1] and [Lee06, Corollary 6.5.2]).

Using a straightforward adaptation of the proof of Theorem 1, we also establish the hardness of MINpnKT,
the problem of computing pnK* complexity (we refer to Appendix C for the precise definition of this prob-
lem and the minor modifications needed in the proof).

Theorem 9 (Characterizing NP ¢ BPP by the Worst-Case Hardness of pn KY). The following holds.

MINpnKT € prBPP <= NP C BPP.

Similarly to Theorem 1, Theorem 9 requires the use of a computational model and encodings for which
the composition of programs does not yield a significant overhead in running time and program length, as
explained in Section 1.3 and Section 2.2.

1.2.3 Gap Problems in Meta-Complexity and Connections to Average-Case Complexity

In this section, we elaborate on some aspects of our hardness results and their connections to average-
case complexity. In more detail, we discuss a striking phenomenon where a mild extension of Theorem 9
would have a significant impact on our understanding of the computational complexity of the polynomial
hierarchy.

Related Work. [Hir22c] shows that if NP is average-case easy, then a specific gap version of computing
conditional K' is also easy. More precisely, given (z,y, 1%, 1%), one can efficiently decide whether K'(y |
z) < sor KPVLID (4 | ) > s+ O(log(t + |z])) + K () — KPOY(EI2D) (). Thus, proving the NP-hardness
of this problem would suffice to rule out Heuristica. However, the gap in this problem involves the quantity
Kt(x) — KPoW (12D (1) (known as the computational depth of x), which can be large. This makes it more
challenging to establish the NP-hardness of this class of instances. In fact, there remains a significant gap
between existing NP-hardness results for computing conditional K’ and what is needed to exclude Heuristica
(see [HIR23] for a detailed discussion).

Shifting focus to the non-conditional case, if NP is average-case easy, then a simpler gap version
of computing K is worst-case easy: given (x,1%,1"), one can efficiently decide whether K!(z) < s or
KPoY(®) (z) > s + O(logt) [Hirl8, Hir20b]. Thus, showing that this “small-gap” version (known as Gap-
MINKT) is NP-hard would also rule out Heuristica. However, currently we do not know even if MINKT is
hard, let alone Gap-MINKT.

We also mention related results from [Hir22b], which show that obtaining a significantly better hardness
result for a meta-computational problem called MINLT is sufficient to rule out Heuristica.

Theorem 1 and Theorem 9 make progress on this front by presenting non-conditional meta-computational
problems whose hardness characterize NP ¢ BPP. Furthermore, existing worst-case to average-case re-
duction techniques can be adapted to the setting of MINpnKT. As explained below, these results bear
an intriguing connection to the longstanding problem of excluding PH-Heuristica, i.e., showing that if



DistPH C AvgBPP then PH C BPP (see, e.g., [Hir20a] for more information about this problem).3
Consider the following statements:

(i) If MINpnKT € prBPP then NP C BPP (Theorem 9).
(ii) If (MINnKT,U) € AvgBPP then Gap-MINpnKT € prBPP (see Proposition 58 in Appendix B).

Recall that, as alluded to above, we have MINnKT € Eg . As a consequence, under the assumption that
DistEQP C AvgBPP, it follows from Item (ii) that Gap-MINpKT & prBPP. Therefore, if we could re-
place MINpnKT with Gap-MINpnKT in Item (i) (or replace Gap-MINpnKT with MINpnKT in Item (ii)),
it would follow that NP C BPP (and consequently PH C BPP). In other words, the seemingly minor
distinction between MINpnKT and Gap-MINpnKT is currently the only issue preventing us from excluding
PH-Heuristica by showing that if Dist¥) C AvgBPP then PH C BPP (see Corollary 59 in Appendix B).

Interpretation. There are two ways of interpreting these results. An optimistic perspective on the scenario
described above is that we are close to excluding PH-Heuristica, since this merely requires the hardness
of Gap-MINpnKT. In other words, under this perspective, the hope is that MINpnKT might be similar to
Gap-MINpnKT, even if our current techniques distinguish these two problems. Moreover, a few existing
hardness results, such as [Hir22b], extend to the gap version of the problem, perhaps indicating that a new
idea or different proof of Theorem 9 might suffice to generalize the existing result. On the other hand, a pes-
simistic interpretation is that we remain far from excluding PH-Heuristica, and our results and techniques
simply suggest a fundamental distinction between establishing the hardness of MINnKT and MINpnKT
compared with the variants of these problems with a small gap. In particular, under this interpretation, our
hardness results shed light on why existing worst-case to average-case reductions in meta-complexity inher-
ently produce a gap between positive and negative instances.

While we are currently unable to exclude PH-Heuristica by establishing the hardness of computing non-
deterministic Kolmogorov complexity with a small gap, we make progress by showing that the conditional
version of Gap-MINNnKT is hard. More precisely, for 7: N — N, let Gap.-Cond-MINnKT be the following
promise problem: Given (z,y, 1%, 1%), where z,y € {0,1}" and s,¢ € N, decide whether nK'(y | ) < s or
nK™®ED (| 2) > s + log 7(t + |z|). We say that Gap-Cond-MINnKT € prBPP if there is a probabilistic
polynomial-time algorithm that solves Gap_-Cond-MINnKT for some polynomial 7.

Theorem 10. The following holds.
Gap-Cond-MINnKT € prBPP <= NP C BPP.

Thus, as a corollary of our results (Theorem 1 and Theorem 10), we relate the complexities of MINNKT
and Gap-Cond-MINnKT, exhibiting an interesting link between the non-conditional version and the condi-
tional version. Formally, it is possible to establish the following slightly more general equivalence.

Corollary 11. The following holds.

MINnKT € BPP <= Cond-MINnKT € BPP <= Gap-Cond-MINnKT € prBPP.

3Recall that PH C BPP if and only if NP C BPP. Consequently, excluding PH-Heuristica is a necessary step toward excluding
Heuristica (i.e., proving that if DistNP C AvgBPP then NP C BPP).



1.3 Techniques

In this section, we describe some ideas employed in the proof of our results. We primarily focus on the
proof that if MINNnKT € BPP then NP C BPP (Theorem 1). Beyond being our main contribution, its proof
provides insights into the techniques employed in other parts of the paper and highlights the usefulness of
pnK® complexity. (For technical reasons, we will introduce and use a further complexity measure in the
proof, as described later in this section.)

In order to establish the hardness of MINnKT, we explore different properties of nondeterminism Kol-
mogorov complexity and its probabilistic extension. The first component of the argument is the optimal
language compression theorem for pnK! (Theorem 4).

1. Language compression for pnK!. We provide two proofs that pnK? admits language compression with
optimal parameters. Our first discovered proof, which relies on techniques from [BLvMOS5] and [Hir21],
served as the inspiration for the definition of pnK’ complexity. This proof appears in Section 3.2. Below
we present a different, simpler argument that nicely illustrates the benefits of combining randomness and
nondeterminism for string compression. A similar technique is used in [Sip83] and [BFLO1].

Let A, C {0,1}", 2 € A, and set k = [log|A,|] + 2. We employ an efficiently computable family
H C {0,1}" — {0, 1}* of hash functions such that Prj,z[h(z) = h(y)] < 27% forevery y € A, \ {z}.
By a union bound and our choice of k,

1
— —k . —
hf::};][ﬂy € Ap \ {z}st. h(z) =h(y)] <277 |A4,] < 1 (1)

The idea is that, for a randomly sampled h ~ H (corresponding to the randomness in our pnK® description),
we can store the integers n and k and the value h(x) € {0, 1}* in the program (which has access to h) using
k + O(log n) bits, then use nondeterminism to guess x. In more detail, let v be the hash value stored in the
description, and let 2’ be a nondeterministic input string of length n. If A(2’) = v and 2’ € A,,, we output
a'; otherwise we output L. By Equation (1), with probability at least 3/4, we sample a good h such that the
value h(z) is unique among the elements in A,,. This shows that, for a good choice of h, there is an efficient
nondeterministic program of length at most k£ + O(logn) = log |A,| + O(logn) that (i) outputs x on at
least one computation path, and (ii) outputs either x or L on every computation path.

It follows from the argument described above that there is a polynomial p . (-) such that, for every set
A:={A, C{0,1}"},cn and forevery n € Nand w € A,,

anpLdn)’A" (w) <log|A,| + logp,(n), 2)

as desired.

Next, we explain the connection between language compression and the complexity of NP employed
in the proof of Theorem 1. The argument is inspired by ideas from [AFPS12] (see also [HIL*23] for an
equivalence between compression and the easiness of NP).

2. Compressing witnesses and the easiness of NP. Let L € NP. Fix a verifier V(-,-) for L. Letx € L,
where || = n, and consider the set W% = {w € {0,1}"™ | V(z,w) = 1}, where m = poly(n). Note that,
by language compression (Equation (2)) applied to the set W?*, for every w € W<,

pnKPY W (1)) < log [W?®| + O(log n).
Moreover, since given x the set W* can be decided in polynomial time, we have

kP ™) (1 | 7) < log [W#] + Ologm). @
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Due to the use of the nondeterministic measure pn KPOY(™) | this bound is not yet sufficient to allow us to
efficiently find a witness w € W given x. However, let us suppose for a moment that, under the assumption
that MINnKT € BPP, we could show that for every pair (y, z) of strings of length poly(n) the following
holds:

PPV (y | ) < pnK'(y | z) + A(n), @)

for some function A(n).* In other words, assume that conditional pnK* complexity collapses to conditional
pKPOY(®) with an additive overhead term A(n).
Under the hypothesis that Equation (4) holds, we obtain together with Equation (3) that

pKPY() (1 | ) < log [W*| + O(logn) + A(n) &)

for every w € W?*. Roughly speaking, this means that every witness w € W?® can be compressed to
just v(n) = log |W?*| + O(logn) + A(n) bits. Since each witness w € W?* admits its own compressed
representation of this length, it is not hard to show that given x one can find a witness w € W% with
probability at least 1/(poly(n) - 2*()) simply by running a randomly chosen program of length at most v(n)
for poly(n) steps (see Lemma 32). Consequently, repeating this procedure poly(n) - 22(") times provides an
algorithm that finds a witness for = with high probability, whenever one exists. This shows that L € BPP if
we can guarantee that A\(n) = O(logn).

Note that it is crucial for this argument to work that we obtain an upper bound on pKP*Y("™) complexity
in Equation (5) instead of pn KPely() complexity. The latter does not provide an efficient algorithm that
allows us to recover a string from its (nondeterministic) compressed representation.

Given the discussion above, in order to show that NP C BPP it is sufficient to establish Equation (4)
with A(n) = O(log n), under the assumption that MINnKT € BPP.

3. Easiness assumptions and collapses in time-bounded Kolmogorov complexity. It will be instructive
to compare how different easiness assumptions allow us to relate pK and pnK complexities. For any large
enough ¢ = poly(n), the following implications can be established via a careful adaptation of existing
techniques from meta-complexity to the setting of nondeterministic Kolmogorov complexity (see Lemma 55
and Lemma 52):

Gap-Cond-MINnKT € prBPP = pKPY®)(y | 2) < pnKi(y | z) + O(logn).
Gap-MINNKT € prBPP = pKPYO)(y | z) < pnKt(y | z) + pKi(z) — pKPY D (z) + O(log n).

The conclusion in the first implication is precisely what we would like to show in Equation (4). However,
it assumes the easiness of the problem of estimating conditional nondeterministic Kolmogorov complexity.
On the other hand, while the assumption in the second implication is sufficient for our purposes (as it is
implied by MINNKT € BPP), the inequality in the conclusion has the extra term pK’(z) — pKPOM®) (1),
known as the time-bounded computational depth. This quantity might be significantly larger than O(logn)
for some strings x and choices of ¢. On the other hand, it is known to be at most O(logn) for an average
string , and at most O(n/logn) for every z for some moderately bounded choice of ¢t. We remark that
this notion of computational depth, with a polynomial gap in the time bounds, appears in many prior works
in meta-complexity and has been an infamous obstacle that forces results to hold only in the average-case
setting or leads to suboptimal worst-case running times of the form 2°0("/1°87) rather than polynomial time
(see, e.g., [Hir21, CHV22, GKLO22b, HKLO24]).

*Recall that pK*(y) is the minimum & such that with probability at least 2/3 over the choice of a random string r € {0, 1}*, we
have K (y | 7) < k [LO22].
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In order to achieve our goal, an important idea is to aim instead for an implication of the following form:
MINnKT € BPP = pKPY®) (y | 2) < pnK!(y | z) + pnK!(z) — pnK*P() (2) + O(logn), ~ (6)

where p(n) is a polynomial independent of ¢. As before, assuming Equation (6), we can conclude the proof
if we could show that pnK?(z) — pnK*P(")(z) = O(log n). While this might not hold for a particular value
of t, it is possible to argue via a telescoping sum trick that this bound does hold for some ¢’ that is not too
large.> In more detail, for any fixed time bound ¢, let t; = t + i - p(n), where i € {0,1,...,n}. First, note
that pnK®™ (2) — pnK' (z) < 2n, since any n-bit string  can be efficiently described with at most 2n bits.
Therefore,

|
—

n

(pnK* (z) — pnK'+1(z)) = pnK' (z) — pnK' (z) < 2n.

Il
=)

i
Consequently, there is an index i such that pnK' (z) — pnK'+1(x) < 2. In particular, for some time bound
' <t +n - p(n), we have pnK¥ (z) — pnK? TP () = O(logn). It turns out that this is sufficient to
establish Equation (4) with A(n) = O(logn) under the assumption that MINNKT € BPP, as desired.®

Unfortunately, it is not clear how to prove Equation (6) exactly. A key difficulty is that in many ar-
guments involving meta-complexity, we typically make use of some form of time-bounded symmetry of
information (Sol). However, for the highly efficient bounds we aim to achieve, we need symmetry of infor-
mation with an additive polynomial overhead in the running time of the form ¢ 4 p(n), as opposed to an
overhead of the form poly(t) (see, e.g., [Hir22c, GK22, HKLO24] and the weak symmetry of information
for pKt from [Il1a23]). It is unclear to us how to establish such a result.

To illustrate the issue, let us briefly recall the approach of [Hir22c, GK22, HKL.O24], which shows
symmetry of information for pK! under the assumption that MINKT is easy. Concretely,

pK' (2, y) Z pKPM O () + pKPY I (y | ).

Note the poly() time bound on the right-hand side of the inequality, particularly for the term pKPY(®) (z).
The argument compares the following three distributions over strings:

Dy = DPy(x,Unk) © DPys (y, Unir) o Us,
Dy = DPy(x,Unk) 0 Unpryir © Us,
D3 := unk+k © unk”rk’ o U,

where DPy,: {0,1}" x {0, 1} — {0, 1}"¥** is the (k-wise) direct product generator [Hir21] (see Def-
inition 21), and U, denotes the uniform distribution over {0,1}™. One can then argue that if the K'-
complexities of these distributions are close, it follows that

pKt(x, y) > k+ K.

(We omit the details here; see [HKLO24, Appendix A] for a full exposition.)

A useful property of the direct product generator is that if one can distinguish its output instantiated with
a string x, namely DPy(z, U,,x), from the uniform distribution U, %, then one can efficiently reconstruct
& with only k bits of advice. By choosing k ~ pKP?Y®)(z) and k' ~ pKPY®")(y | z) for the above

5This idea is not new and a similar trick was employed by [Hir21] and subsequent papers. A key difference is that we are able
to explore additive overheads in the running time, as opposed to polynomial and quasi-linear overheads.

SThe benefits of obtaining improved bounds on the running time in applications of time-bounded Kolmogorov complexity have
also been explored in [CHV22].
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distributions, one can argue that, with high probability, the K‘-complexities of these distributions are indeed
close. Otherwise, an efficient algorithm for MINKT would serve as a distinguisher, and the reconstruction
property of the direct product generator would yield either pKPoly(t) (z) S kor pKPoly(t) (y | 2) <K,
contradicting the definitions of k and &’. Note that, since the reconstruction takes time poly(t), the poly(¢)
time bound in the choice k ~ pKP°Y®) (1) seems unavoidable in this argument.

By adapting the above proof of symmetry of information with the assumption that MINnKT is easy, one
can show that pnK'(z,y) = pKPY®) (z) + pKPY®) (4 | 2), which can then be used to obtain a weaker
version of Equation (6) (see also Lemma 52):

MINnKT € BPP = pKPY®)(y | ) < pnK!(y | z) + pKi(z) — pKPY D (z) 4+ O(log n).

However, the polynomial time overhead remains inherent.

A potentially useful observation in this context is that, instead of the standard formulation of Sol, it
is possible to work directly with a weaker variant—referred to as weak Sol—in which the Sol inequality
holds for most choices of one of the strings. This approach can be used to avoid the overhead associated
with the direct-product reconstruction of x. That said, existing proofs of weak Sol still seem to suffer
from essentially the same overhead issue, typically stemming from the use of coding theorems or related
arguments (see [I1a23]). Moreover, even an overhead of the form O(t) is insufficient in our setting, which
makes it particularly challenging.

Crucially, by defining a new notion of time-bounded Kolmogorov complexity, we manage to obtain an
Sol-style result without incurring a large overhead in the time bound, which suffices for our purpose.

4. A new measure of complexity that achieves additive time overhead. We now give a simplified
overview of our new approach, which overcomes this barrier and yields only an additive poly(n) overhead
in the time bound. The key idea is to introduce a new complexity measure called /-nK!. Given a time bound
t and a parameter ¢ € N, we define /-nK(z) as

(-nK'(z) = min ss.t. Pr[nK'(zor) <s+/(] > g,
reUp 3
where x o r denotes the concatenation of the strings x and r. In a sense, /-nK’(z) is related to pnK®(z):
while pnK'(x) captures the nK'-complexity of 2 conditioned on a random string, /-nK'(z) captures the
nK!-complexity of = concatenated with a random string of length /.
First, one aspect of our new approach that helps avoid the undesired polynomial overhead in the time
bound is that it avoids invoking the direct-product reconstruction of x. More specifically, we define two
distributions of strings:

D := x 0 DPy(y,Uni) o Uy,

Dy = x o Upg1k o Uy,

where ¢ > poly(n) is a parameter smaller than ¢. Note that, unlike in the earlier approach, we do not apply
the direct product generator to x here.

Next, by unpacking the definition of /-nK, we can upper bound the nK‘-complexity of the first distribu-
tion as follows:

nK! (2 0 DPy(y, Upi) o Us) < (€ + nk) -nKIPY) (10 4)) 4 € + nk.
Moreover, for the second distribution, we are able to show that, with high probability,

nKt(m o Unk+k OZ/{g) > (04 nk+k)-nKi(z) + £+ nk + k.

~
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(The formal statement appears in Lemma 43.7) Notably, the time bound appearing on the right-hand side
remains ¢. In particular, this inequality can be viewed as a form of weak Sol that incurs no overhead in the
time bound. This is essentially the key benefit of working with the more flexible notion of ¢-nK!, which
allows us to avoid the large overhead present in traditional time-bounded Sol results.

Now, by choosing

k& (04 nk)-nKEPYM) (16 4)) — (0 + nk + k)-nK! (),

the algorithm for MINnKT distinguishes between these two distributions.® As a result, given x, we can
distinguish DPy(y, Uy ) from U, . Hence, by the reconstruction property of the direct product generator,
we obtain

pKPY®) (3 | ) < (€ + nk)-nKIPY) (2 0 4)) — (¢ + nk + k)-nK'(z)
< pnKPY) (1 | ) + (€ + nk)-nKEPOY () (2) — (0 4 nk + k)-nK!(z),

where the second inequality uses the fact that, to print z, y, and a random string, it suffices to first print
and the random string, and then print y given x and the random string; under our assumption on the com-
putation model (see the discussion below), these two programs can be composed efficiently. Note that the
difference between (£ + nk)-nK=PY(") () and (¢ + nk + k)-nK'(z) is only additive poly(n), both in the
time bound and in the length of the random string.” Thus, we can apply the telescoping trick to average out
their difference, as explained earlier.

Theorem 1 and Theorem 9 hold with respect to any computational model that behaves nicely with respect
to the composition of programs. This is sometimes implicitly assumed in the literature on (time-bounded)
Kolmogorov complexity. For instance, it is often used that if a function f on an input = is computed by a
program Il in time ¢¢, and a function g on an input y = f(x) is computed by a program Il in time ,,
then g(f(x)) can be computed in time ¢; + t,+ “lower order terms” by a program of description length
III¢| + |I14|+“lower order terms™.!" Since our results explore a novel regime of parameters and depend in
an important way on claims of this form, for precision and clarity of the presentation, we explicitly postulate
in Section 2.2 the necessary properties of the computational model and encodings.

Acknowledgements. This work received support from the UKRI Frontier Research Guarantee Grant
EP/Y007999/1 and the Centre for Discrete Mathematics and its Applications (DIMAP) at the University
of Warwick.

2 Preliminaries

2.1 Basic Notation

We use € to denote the empty string. The length of a string x is denoted |z|. Given strings x € {0,1}"
and y € {0,1}", welet x oy € {0,1}"*™ denote their concatenation.

We write £ ~ D to denote that = is sampled according to the distribution D. For an element a in the
support of D, we let D(a) denote its probability. We use U to denote the uniform distribution over {0, 1}*.

"Also, in the formal proof, £-nK is defined using different probability parameters rather than the fixed value 2/3, which is
omitted here for simplicity. The probability parameters in the two bounds differ by 1/poly(n).

8For simplicity, k appears on the right-hand side of the definition here, so it is not immediately clear that such a k exists. In the
actual proof, by observing that /-nK® is roughly non-increasing in £, choosing k ~ £-nK*=PY("") (2 4} — (£ + poly(n))-nK*(z)
suffices.

° Also the difference in the probability parameters is only 1/poly(n).

10As an illustrative example, think about the necessary properties required to establish the easy direction of symmetry informa-
tion, which states that K*(z, y) < K2 (x) + K*2(y | ) + O(log(|z| + |y|)) for t = t1 + ta.
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2.2 Strongly Efficient Computational Models

Even though all standard machine models (single-tape, multi-tape, random-access, etc.) are equivalent
up to a polynomial difference in running time, to prove Theorem 1 and Theorem 9 we require a compu-
tational model and a corresponding encoding of programs that behave well with respect to the time and
description length overhead when composing computations.

In this section, we introduce in a semi-formal way the notion of strongly efficient computational model.
This is sufficient for the purpose explained above. While the properties that we require are fairly natural and
intuitively should hold for any carefully designed computational model and encoding, for concreteness we
describe in Appendix A an explicit model that satisfies the relevant properties.

Strongly Efficient Computational Models. We assume an underlying machine model (e.g, Turing ma-
chines, RAM, etc.). A program 1l is a partial function mapping three strings (corresponding to input,
non-determinism, and randomness, respectively) to another string. Unless stated otherwise, we use r to
denote the string corresponding to the randomness, and w to denote the string corresponding to the non-
determinism. A program has two attributes: a non-negative integer time (think of the program computing
over the empty string € or over an explicitly described input), and a binary string description. The descrip-
tion of a program II uniquely specifies the program. We abuse notation in that II can refer to either the
function or the description depending on the context. We define the size of a program II to be the length of
its description, written as |II|.
We say that a program IT computes (z;7) — y non-deterministically in time ¢, if

e Vw € {0, 1}, TI(x; w; r) outputs either y or L in time ¢, and
e Jw € {0, 1}, II(z; w; r) outputs y in time .

If IT has size s, we say (z;7) — y can be computed non-deterministically in time ¢ by a program of size s,
or in short, (x;7) — y in non-deterministic time ¢ and size s. When r = ¢, we may omit it and use z — y
as short for (z;¢) — 3.1

We are ready to introduce the concept of strongly efficient computational model.

Definition 12 (Strongly Efficient Computational Model). We say that a computational model and corre-
sponding program encoding are strongly efficient if the following properties hold:!?

(P1) Efficient Simulation: The computational model can be efficiently simulated by Turing machines.
More precisely, there exists a polynomial p and a Turing machine M with four input tapes and one
output tape, such that for any program I1, if II(z; w; r) = y in time ¢, then M (II; ; w; r) outputs y in
p(t + |II|) steps.

(P2) Efficient Universality: The computational model can efficiently simulate Turing machines. More
precisely, for every Turing machine M with four input tapes and one output tape, there is a polynomial
p,, such that if M («;x;w;r) outputs y in ¢ steps, then there exists a program II of size at most
|a| +log p,, (|a]) such that II(x; w; r) = y in time p,, (¢).

(P3) Randomness and Non-Determinism Extension: For any program II, suppose II(x; w;r) = y in time
t. If |w| > ¢, then for any w’ € {0,1}*, II(x; w o w’;7) = y in time ¢. Similarly, if |r| > ¢, then for
any v’ € {0,1}*, II(z; w;r o ') = y in time t.

""Note that, by design, the aforementioned notation using arrows coincide with the notion of conditional nK, which is formally
introduced in Section 2.3.

In fact, our results only need relaxed forms of these properties. However, we describe the properties in this way because they
are natural and simplify the presentation.
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(P4) Efficient Composition: There exists a polynomial p such that the following holds. For any x, vy, z,7 €
{0,1}*,if (z;7) — y can be computed non-deterministically in time ¢; by a program of size s, and
y — z can be computed non-deterministically in time ¢, by a program of size s, then (z;7) — z
can be computed non-deterministically in time ¢ + p(t2) + p(|x| + |y| + |2|) by a program of size
s1 + s2 + logp(|z| + [y| + [2]).

As alluded to above, for completeness, in Appendix A we provide an example of a computational model
that satisfies the aforementioned properties.

How is this different from other papers in meta-complexity/time-bounded Kolmogorov complexity?
First, we stress that properties (P1), (P2), (P3), and (P4) stated above are not stringent. This seems clear in
the case of (P1), (P2), and (P3), so we comment on the case of (P4). In all our proofs, we have |z|, |y|, |z| <
poly(n) and t1,t2 < 2™ (indeed ¢; and t9 are large enough polynomials in n in our arguments), where n is
the relevant input length. Moreover, since under our definition the time-bounded Kolmogorov complexity
of every string of length n is at most n + O(logn),'3 (P4) is actually weaker than the requirement that
under composition the final running time is at most ¢; + to + poly(|z| + |y| + |2| + log t; + log t2) and the
final encoding length is at most s; + s2 + O(log(|x| + |y| + |2| + s1 + s2)). We believe these are widely
adopted conventions in the literature (even if implicit in proofs), which we make explicit in our exposition.
(Formally, in (P4) we even allow the second computation to run in time poly(t3) after composition, which is
sufficient in our proofs. For this reason, one can think of it as a “weak” form of efficient composition with
respect to the running time.)

The main difference in our case compared with some other works is that in order to have precise control
over running times, we measure time complexity as the number of steps in the execution of a program 11, as
opposed to the number of steps that a universal machine U takes to simulate II for ¢ steps (which could be
for instance of order ¢ - poly(log t)). This distinction is almost always irrelevant, and perhaps for this reason
it is often not explicitly noted in the literature,'* but it is relevant in our arguments.

Of course, if a program II expects a description of a program II’ as an input string, and IT’ runs in time
t/, then there is a time overhead during the simulation of IT by II. This is also the reason why we developed
the notion of ¢-nK'(z) complexity discussed in Section 1.3, as it avoids the use of weak symmetry of
information for the standard formulation of time-bounded Kolmogorov complexity, whose known proofs
lead to a simulation overhead. (Note that, under (P4), there will be almost no overhead when composing
two explicit programs, since in this case the programs are directly executed instead of simulated.)

Finally, we are not aware of results from the literature that would not remain valid under the conventions
adopted above.

2.3 Time-Bounded Kolmogorov Complexity

Definition 13 (K"). For z,y € {0,1}", ¢t € N, and an oracle O, we define the t-time-bounded Kolmogorov
complexity of x conditioning on y and given oracle O as
K:O(z | y) ;= min {1 | 119 (y; €; €) outputs = within ¢ steps }.
I1e{0,1}*
We can consider the case where the oracle calls are non-adaptive. In this case, we will write K-IO (2 | y).
Next, we will define other variants of the time-bounded Kolmogorov complexity measure. For simplic-

ity, we will define only the basic versions without oracles. These can easily be generalized to settings where
an oracle is present.

3This bound easily follows from (P2).
'“We observe that some references do adopt a similar convention when defining time-bounded Kolmogorov complexity by using
“time” as the number of steps of the program instead of the universal machine, such as [LP22, Section 2.3].
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Definition 14 (pK"). For 2,y € {0,1}*, A € [0,1], t € N, the probabilistic t-time-bounded Kolmogorov
complexity of x conditioning on y is defined as

pK (z | y) = min{s eN

Pr [3II € {0, 1}? s.t. II(y; €; ) outputs = within ¢ steps] > )\}.
r~{0,1}"

We define pKj () as pK, (z | €). We omit the subscript A when A = 2/3.

Definition 15 (nK"). For z,y,r € {0,1}" and t € N, the nondeterministic t-time-bounded Kolmogorov
complexity of x conditioning on (y;r) is defined as

me{0,1}* Jw € {0, 1}, TI(y; w;r) outputs x in ¢ steps

nK'(x | y;7) : _ min {|H|

Yw € {0, 1}t, I1(y; w;r) outputs x or L in ¢ steps;}

We define nK'(z | ) as nK'(z | y; €), and nK'(z) as nK'(x | €).

Definition 16 (rnK"). For z,5 € {0,1}*, A € [0,1] and t € N, the randomized nondeterministic t-time-
bounded time-bounded Kolmogorov complexity of x conditioning on vy is defined as

K : i 11
mK\(z | y) né?éfi}*{ |

Yw € {0, 1}t, II(y; w;r) outputs  or L in ¢ steps; -
r .
r~{0,1}t [ Jw € {0, 1}, II(y; w; r) outputs x in ¢ steps -
We define rnK} () as rnKY (z | €). We omit the subscript A when \ = 2/3.

Definition 17 (pnK®). For z,y € {0,1}", A € [0,1] and ¢ € N, the probabilistic nondeterministic t-time-
bounded time-bounded Kolmogorov complexity of x conditioning on y is defined as

311 € {0, 1}=* such that the following conditions hold:
pnKi(z | y) :=ming s € N| Pr |vw e {0,1}",II(y; w; ) outputs z or L in ¢ steps; > A
Ao Jw € {0,1}",TI(y; w;r) outputs  in ¢ steps
Equivalently,

pnKi (z | y) := min{s eN

P oKl | yir) < 5] > /\}.

We define pnK (z) as pnKY (| €). We omit the subscript A when \ = 2/3.
In the remainder of this subsection, we state some useful tools about Kolmogorov complexity.

Lemma 18 (Following [GKLO22a, Lemma 18]). There exists a universal constant ¢ > 0 such that for any
z € {0,1}" and time bound t € N, the following hold.

s K(z) < pK'(z) + c-logt.
« K(z) < pnKi(z) +c-logt.

Lemma 19 (See [HIL 23, Lemma 9]). There exists a universal constant b > 0 such that for any distribution
family {Dy, },en, where each Dy, is over {0,1}", and v € N,
b
n

Pr K 1 — —.
pr (z) < log Do () 7 <5
Theorem 20 (Efficient Coding Theorem [LOZ22]). For every polynomial-time samplable distribution fam-
ily {Dy}nen, where each D,, is supported over {0,1}", there exists a polynomial p such that for every
x € Support(D,,),

pK”M(z) < log +logp(n).

1
D, (x)
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2.4 Direct Product Generator
For z,y € {0,1}", we denote their inner product by = - y = @' | z;y;.

Definition 21 (Direct Product Generator (DPG) [Hir21]). For n, k € N, the k-wise direct product generator
is the function
DPy: {0, 1}" x {0, 1} — {0, 1}"***,
defined by
DPp(z,z10-+-0z2;) = (210 02,0L 210 +-0X - 2).

The reconstruction lemma for the direct product generator states that, given access to an oracle distin-
guishing between DPy(x,U,) and Uy,x+ 1, along with k bits of advice, we can recover = with 1/poly(n)
probability.

Lemma 22 (DPG Reconstruction [Hir211). There exists a pair of algorithms Recon® and Ad, and a poly-
nomial p, such that for any n,m,k € N*, we have the following.

1. Foranyr € {0,1}*"™%) any a € {0,1}*, and any D: {0,1}"**+* — {0,1}, Recon? (17,1, 1% 1, a)
runs in at most p(nmk) steps, makes at most p(nmk) queries to D, and outputs a string v € {0,1}".
Furthermore, the queries to D are non-adaptive; that is, Recon generates the full list of positions to
query before receiving any answers.

2. Forany x € {0,1}" and any v € {0,1}P("F) Ad(1",1™, 1% 2, ) runs in at most p(nmk) steps
and outputs a string a € {0, 1}¥.

3. Forany z € {0,1}" and any function D that (1/m)-distinguishes between DPy(x,Uy1.) and Uy 1k,

we have
1

= (nmk)’

Pr [ReconD(ln,lm,1k,r,Ad(1”,1m,1k,:r,r))::n
rUp (k)

Proof Sketch. The proof works by first converting the distinguisher into a next-bit predictor using Yao’s hy-

brid argument [ Yao82]. It then employs the Goldreich—Levin local list-decoding algorithm for the Hadamard

code to obtain a polynomial-sized list containing x. We observe that both Yao’s argument and the Goldre-

ich-Levin algorithm can be implemented using only non-adaptive queries (see, e.g., [AB09, Sections 9.3.1

and 9.3.2]). Consequently, our final reconstruction algorithm also relies solely on non-adaptive queries. []

Lemma 23 (pK' Reconstruction Lemma). There is a polynomial Dpp Such that the following holds. For
everyn,m,k € N*, x € {0,1}", let D be a function that (1/m)-distinguishes DP(x; Uy from Upj 1 -
Then

pKPor ("MRLID (0) < &+ log py, (nmk).

Proof. The lemma follows easily from the reconstruction property of the direct product generator (Lemma 22)
and the success amplification property of pK’ (Lemma 29). U

Corollary 24 (pK® Reconstruction with a Randomized Distinguisher). There is a polynomial p such that the
following holds. For every n,m,k,t € N, and any string v € {0,1}", let D be a function D: {0,1}! x
{0, 1}7k+F — {0, 1} satisfying

1
E  |D(w,DPy(z;7)) — D(w,r’)| > —
w~U m
Tl
'~ Un etk
Then we have

pKP(MEDID () < | 4 log p(nmkt).
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Proof. Using Markov’s inequality, one can argue that with probability at least % over the w ~ Uy, D(w, -)
2}71 -distinguishes DPy (z; Uy) from U,k . Therefore, we can first sample w ~ Uy, then make all queries

to D(w, -). By Lemma 23, there exists some large enough polynomial py such that

pKES G NP (2) < + log po(nmht).

By Lemma 29, we can then amplify the success probability to be 2/3. Thus, when p is a large enough
polynomial, we obtain
pKPmEDAD (1) < 4+ log p(nmkt),

as desired. O]

2.5 Universal Time-Bounded Sampler

Definition 25 (Universal Time-Bounded Sampler). Let m,¢ € N and z € {0,1}*. The universal sampler
USamp(1™, 1%, z) does the following.

1. Pick a uniformly random &k ~ [O(m)].

2. Pick a uniformly random r ~ {0, 1}".

3. Pick a uniformly random IT ~ {0, 1}*.

4. Let y be the output of IT(z; r) after running for ¢ steps.
5. Output y.

Note that USamp runs in polynomial time. The following proposition follows easily from the definitions
of pK! and USamp.

Proposition 26. Foreverym,t,k € N,y € {0,1}" and x € {0,1}*, ifpK'(y | ) < k, then USamp(1™, 1%, )
outputs y with probability Q(l/(m . 2’“)) where USamp is the universal sampler defined in Definition 25.

2.6 Hash Functions

Definition 27 (Pairwise-Independent Hash Family). For any n, m € N, a set of functions H C {0,1}" —
{0,1}™ is called a pairwise-independent hash family if for any x,y € {0,1}" such that z # y and any
r,s € {0,1}™,

Pr [h(z) =7 A h(y) = s] = 272"

Pr () = r Ah(y) = 5]
Proposition 28. There exists a polynomial p and a randomized algorithm A such that, for every n,m € N
and every random string r € {0,1}P("™) A(1™, 1™, r,-) computes a function {0,1}"* — {0,1}" in time
p(nm). Furthermore, H := { A(1",1™,7,) | r € {0, 1}?("™)} is a pairwise-independent hash family.

Proof. We can construct pairwise-independent hash families using finite fields GF(2"). When n = m, for
any = € {0, 1}", we sample a, b ~ U,,, and compute h, ,(z) = a - = + b, where addition and multiplication
are done over GF(2"). Such a computation can be done in time poly(n), see e.g. [AB09, Appendix A.4].
Then for every y € {0,1}" \ {z} and any r,s € {0,1}", there exists exactly one pair of strings (a,b)
satisfyinga - + b =rand a - y + b = s. In other words, {h, | a,b € {0,1}"} is a pairwise-independent
hash family. For m < n, we can simply discard the first (n — m) bits of h, ;(x). For m > n, we can define
hyp(x) =a-(0mM"ox)+b O
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2.7 Average-Case Complexity

Recall that a pair (L, D) is a distributional problem if L C {0,1}* and D = {D,, } ,en is a distribution
family, where each D, is a distribution over {0, 1}*.

We let DistNP denote the set of distributional problems (L, D) such that L € NP and D is polynomial-
time samplable. Here, a distribution family D = {D,, },en is polynomial-time samplable if there exists
a randomized polynomial-time algorithm A such that for every n > 1, the output of A(1") is distributed
according to D,,.

A distributional problem (L, D) is said to admit a (errorless) heuristic scheme if there exists a proba-
bilistic polynomial-time algorithm A such that the following holds for every n, k € N:

1. For every x € Support(D,,),

I,D4r [A(:L‘, 1",1%) € {L(z), J_}] >

O W~

9

2. and

1 1
n k — - > N
:cfgn [P}[A(a:,l 1) = 1] < 5] >1 -

We let AvgBPP denote the set of distributional problems that admit a heuristic scheme. For more
information about average-case complexity, we refer to [BT06].

Also, by slightly abusing notation, we say that MINnKT is average-case easy under the uniform distri-
bution, or (MINnKT, /) € AvgBPP, if the following holds.

There exist a polynomial-time algorithm A and a polynomial p such that the following holds
foralln, s,k € N,and all t > p(n).

1. Forallz € {0,1}",

i

4
Pr [A(x, 1%,1¢,1F) € {MINnKT (, 1°, 1t),¢}} >

2. and

1
S t k — > - .
b [f;r[A(x,l 15 1R) =1 < 1/5] >1-

3 Properties of pnK’

3.1 Basic Properties of pnK’

Lemma 29 (Success Amplification). For any string x € {0,1}", time boundt € N, any 0 < aa < f < 1
and any oracle O, we have

ancﬁ)(kt)’O(m) < pnKLO () + O(log k),
where k = “258:5 ;—‘ Moreover, the above also holds in the setting where the oracle access is non-

adaptive. That is,
Pan(ktL”O(@ < PnKto}HO(x) + O(log k).

Proof. Let [ := pnK49 (z). We say that a string € {0, 1}* is good if there exists a program II € {0, 1}/
such that

20



* Forevery w € {0, 1}, I (w; r) outputs either z or L in ¢ steps;
* There exists some w € {0, 1} such that II® (w; ) outputs z in ¢ steps.
By the definition of pnK and [, we have

P i d| > a.
r~{01,u1}t[r is good] > «

We can then take k = “gig:g ﬂ independent samples 71, ..., 7, from U;. The probability of getting at

least one good sample among 71, . .., 7, is at least 1 — (1 — a)* > B. If we have a good sample, then we can
store the index 7 such that r; is good using [log k] bits, and there exists a program II such that II€ (w; ;)
outputs z. Hence, we conclude that pn Kg(kt)’o(x) < I 4+ O(logk). Notice that if the original program
makes parallel queries to O, then so does the new program.

The above proof can be easily extended to the setting of non-adaptive oracle access, which shows the
“moreover” part of the lemma. O

Since forany 0 < o < 1, —1/log(1 — a) < 1/a holds, we have the following corollary:

Corollary 30. For any string x € {0,1}", time bound t € N, any 0 < « < 1 and any oracle O, we have
pnKO@/M.0 (1) < paK!C(z) + O(log(1/a)).
Moreover, the above also holds in the setting where the oracle access is non-adaptive, i.e.
pnKOC/ N0 (1) < pnKEIO (1) + O(log(1/a)).
Lemma 31. For any string x,y € {0,1}*, time bound t € N, any oracle O, we have
pnKkPY DO (5 | ) < pKEINPE (3| y) + O(log t).

Proof. Suppose pKt’IINPO (z | y) = s. Then, with probability at least 2/3 over the randomness r ~ {0, 1},
there exists a program of size s that, given r, y and non-adaptive access to some oracle A € N PO, runs in ¢
steps and outputs z. Suppose A is the following oracle:

A(q) =1 <= 3Ty € {0,1}PY14) guch that VO (q,w) = 1,

where V' is some polynomial-time verifier. We will replace oracle access to A with access only to O by
guessing the answers to the (non-adaptive) queries to A and verifying them using O, with the help of an
additional small amount of advice.

More specifically, fix a randomness r and a program II (which may depend on r). Let ¢1,q2,-- -, qs,
where ¢ < t, be the (non-adaptive) queries made by II(r) to the oracle A. Also, let p be the number of
positive answers to these queries, i.e., p := Zle A(g;). We then non-deterministically guess ¢ witnesses
(wy,ws, ..., wy) =: y and count the number of indices i for which V©(¢;,w;) = 1. Denote this number
by .. If u,, is not equal to p, we output L. Otherwise, for each w; that satisfies the verifier V', we set the
answer to the query ¢; to be 1, and we let the rest of the answers be 0. We then run IT4(r) while simulating
the oracle A using the answers obtained as described above.

Note that, given the number p, which can be specified using [log ¢] < [logt] bits, the above procedure
can be implemented to run in time poly(¢) with only oracle access to O. Also, it is easy to observe that there
exists some guess of w = (w1, wa, ..., wy) that satisfies u,, = p. Moreover, for any guess of w that satisfies
Uy = p, the answers obtained are the correct answers to the queries (g1, g2, - . ., q¢) for A. It follows that,
with high probability, there exists a program of size at most s + O(logt) that, given y and oracle access to
O, runs in time poly(t) and outputs x non-deterministically. O
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3.2 Language Compression for pnK’
3.2.1 Proof of Theorem 4

We provide two different proofs for the optimal language compression property of pnK’. The first
proof, given below, is based on an approach from [BLvMOS] and relies on the direct product generator
(Definition 21).

First Proof of Theorem 4. Let A,, be any non-empty subset of {0,1}". We set k := [log|A,|] + 1. We
define
By, = {y € {0,1}""* | 3z € A, z € {0, 1} such that y = DPk(a:,z)} :

By a simple counting argument, we have that |B,,| < |A,| - 2"¥. Also, by our definition of k, |A,,| < 2F~1,
and hence |B,| < 1 - 2"k+* By viewing B, : {0, 13" 5 {0, 1} as the characteristic function of the set
B,,, we have

Pr[Bn(unk—i-k) = 1] <

[N

On the other hand, from the definition of B,,, we have that for any x € A,
PI‘[Bn(DPk(SU,Unk)) = 1] =1.

Therefore, B,, %-distinguishes DP(z,Upk) and Uyt .-

By the pK' reconstruction lemma (Lemma 23), we get that there exists some polynomial p such that

Now, observe that the membership of B, can be decided in NPA". Indeed, given y € {0, 1}"*** we

can guess z € {0,1}", z € {0,1}", and then check whether both z € A,, and y = DP(z, ). '> Now, by
applying Lemma 31 to Equation (7), we get that

pnKPY(M):An (2 < k 4 O(log n) = [log |An|] + 1 + O(logn).
It follows that there exists a polynomial p, . such that
pn KpLC (n)yATl (x) S log ‘An’ + lngLC (TL),
as desired. =

Next, we give a second proof that relies on hash functions.

Second Proof of Theorem 4. Let A,, be any non-empty subset of {0, 1}", and let = be any string in A4,,. We
set k := [log |An|] + 2. Let H C {0,1}"™ — {0, 1}* be a family of pairwise-independent hash functions.
Since H is pairwise-independent, we have

Pr [a(z) = h(y)] = 27"

BStrictly speaking, we cannot say that B, is decided in NP“" since checking the membership of a given string
in B, requires knowing the numbers n and k. One way to address this issue is to consider the set B :=

{(y,n'7 Y ||yl =n'k + k" and 3z € {0, 1}"/7 z € {0, 1}"%/ s.t.x € Ay andy = DPy/ (, z)}. We can then replace the or-
acle B,, with B while replacing every query y with (y, n, k), where n and k are fixed integers as specified in the proof and can be
hardcoded in the description. For simplicity of presentation, we ignore this technicality.
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forany y € A, \ {«}. Thus, by a union bound, we obtain
1
hPI};{[EIy € A, \ {z} such that h(z) = h(y)] < 27F - |A4,| < T (8)

For h ~ H, we include v := h(x) as part of the description used to output x non-deterministically. Note
that v can be specified using log |A,,| + 2 bits. We can then guess 2’ € {0, 1}" and check whether h(z') = v
and 2’ € A,,. If so, we output z’; otherwise, we output L.

By Equation (8), with probability at least 3/4, we sample a good h such that h(x) is unique in A,,
ensuring that the above procedure outputs x non-deterministically. It follows that

pnKPic ) An () < log | Ay | + log p,¢ (1)

for a sufficiently large polynomial p, . 0

3.2.2 Proof of Theorem 5
Before presenting the proof of Theorem 5, we need the following lemma.
Lemma 32. Letm,t,0 € N, A C {0,1}"™, and x € {0,1}". Suppose for every y € A, it holds that
pK'(y | z) <log|A| + 6.
Then USamp(1™, 1, ) outputs some string in A with probability at least W.
Proof. By Proposition 26, for each y € A, USamp(1™, 1¢, ') outputs y with probability at least

1 1
O(m) - 2oslAl+0 — O(m) - |A] - 207

Hence the probability that USamp(1™, 1¢, x) outputs some y € A is at least

1 1
>
O(m) - |A[-2° = O(m) - 20°

Al

as desired. O

Proof of Theorem 5. Suppose we have average-case pK' language compression for P. We show how to
solve any unary NP problem in randomized polynomial time.

Let L € Unary-NP. Without loss of generality, we assume that for every instance 1™, the set of L-
witnesses of 1" (with respect to some fixed verifier) has a length of exactly m, where m := m(n) = poly(n).
Let A denote the set of L-witnesses. Note that the membership of A is decidable in polynomial time. Then
by assumption on average-case pK' language compression, it holds that for every m, with probability at
least 1/m* over y ~ A,

pK™ () < log|Ap,| + ¢ - logm.

Let A/, be the set of strings in A,,, for which the above condition holds. Note that
AL 2 Al /.
Then for each y € A/, we have

PK™ (y) < log |Am| + c-logm
<logl|Al,| +c-logm+ c-logm
=log|Al,| + 2c - logm.
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Now consider the algorithm that, given as input 1", simply runs USamp (17”(")7 1) e) . By Lemma 32,
this algorithm outputs some string in A}, , which consists of L-witnesses and is non-empty if 1" € L, with
probability at least 1/poly(n). By standard amplification, this yields an efficient randomized algorithm for
solving L with high probability. O

3.3 Conditional Coding for pnK’: Proof of Theorem 6

Proof of Theorem 6. Let {D,,} be a polynomial-time samplable distribution family. Fix n € Nand (z,y) €
Support(D,,).
Let £ := D, (z | y). Define

B = {26{0,1}’1:%(2\;/)255}.

Note that |B] < 16/£. Now consider a family of pairwise-independent hash functions H C {0,1}" —
{0,1}*, where k := [log %W + 7. By a union bound, with probability at least 7/8 over h ~ H, we have
h(z) # h(z) for any z € B\ {z}. Hence, we can try to include v := h(x) in our description for outputting
x. Then we guess 2’ and output it if and only if A(z') = v.

In order for the above to work, we also need to make sure that the guessed string 2’ is not in B, since
otherwise we could have h(z') = h(x) but 2’ # x. Next, we describe how to exclude strings outside of B.
The argument is similar to a construction from [GS86].

Let A be a sampler for {D,,} that has a running time ¢(n), where ¢ is some polynomial. For any
a,b € {0,1}", define R, := {r € {0,1}9) : A(1";r) = (a,b)}. Now let ¥’ = |log |Ry,|| — 1. Then
we define another pairwise-independent hash family A’ C {0,1}9™) — {0,1}*". Then by Chebyshev’s
inequality,

Pr [H’F € Ry, such that i/ (r) = Ok/} > 1

W ~H' 2

However, for any z ¢ B, by definition, we have | R, ,| < |R.,|/16, implying that |R, ,| < 2*' /4. There-
fore, by a union bound, we have

h/PII‘{ ) [Elr € R, such that #'(r) = 0’“'} <

=

We can see that there is a gap between the cases of z = x and of z ¢ B, so our next step is to amplify this
gap: We set [ = C' - n for some large enough constant C, and take [ = C - n samples from H' to obtain
hy, ..., h;, and use non-determinism to guess r1, ..., r; € {0, 1}‘1("). We also use non-determinism to guess
z € {0,1}". Then we do the following checks. If any of these checks fail, halt and output L; otherwise,
output z:

LAY ) = A(1r2) = -+ = A(1™ 1) = (2,9).
2. The number of i € [I] such that R (r;) = 0*" is at least 1/3.

3. h(z) is the same as the string v := h(z) specified in the description.

By the Chernoff bound and a union bound, when C'is a large enough constant, with probability at least 7/8
over A, ..., h, forany z ¢ B, no sequence of 71, ..., 7; can pass the first and second checks. While with
probability at least 1 — 277, there exists some sequence of 71, ..., 7; such that x can pass the check. Also,
with probability at least 7/8 over h, any z € B\ {z} cannot pass the third check. Therefore, by a union
bound, with probability at least 1 —1/8 —1/8 — 27" > 2/3, only x can pass the three checks. It is not hard
to see that the entire reconstruction procedure runs in time polynomial in n, and we only need to specify
h(z) in this reconstruction algorithm, as well as the description of the sampler A. Hence, we conclude that

there exists some polynomial p such that pnKP("™ (z | ) < log m + log p(n). O
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3.4 Symmetry of Information for pnK': Proofs of Theorem 7 and Theorem 8

In this section, we prove the results related to symmetry of information for pnK* (Theorem 7 and Theo-
rem 8).

Proof Sketch of Theorem 7. The proof follows a similar approach to that used in [GK22, Hir22c] to establish
symmetry of information for pK? under the assumption that MINKT is easy (see also [HKLO24, Appendix
AY]). This approach employs the direct product generator and its reconstruction property (Lemmas 22 and 23)
while using MINKT (which is in NP) as a distinguisher. In fact, by adapting this approach and using the
fact that the reconstruction procedure of the direct product generator makes only non-adapative queries, one

can show that
pK' (2, y) > pKPEYIINP (3 | ) 4 pKPEYIINP () + O(log t).

Now note that the semi-symmetry of information property for pnK? follows by combining the above with
Lemma 31. [

Proof of Theorem 8. Let D = {D,} be any polynomial-time samplable distribution family and ¢ be any
polynomial. Let pand r be sufficiently large polynomials specified later. Fix n € N and ¢ > p(n).
By Theorem 7, we have that for every z,y € {0,1}", we have

pK™ ™ (,y) > pnKPsel ") (y | ) + pnKPsel 7)) () — log pg,, ((n)), (©)

where p , is the polynomial in Theorem 7.
First, by the coding theorem for pK’ (Theorem 20) and by letting r be a sufficiently large polynomial,
we have

1
pKr(") z,y) <log —— +logr(n). (10)
(@9) Dy(z,y) )
On the other hand, by Lemma 19, we have
1 1
Pr |K(z) > log —O(logn) —logg(n)| > 1 — ——. (11)
o~D,, (@) Dy (x) ( ) (n) q(n)

It follows that with probability at least 1 — 1/q(n) over (x,y) ~ D,,, we get

pKr(”) z,y) <log —— +logr(n (by Equation (10))
(z,y) e Duay) T8 (n) y Eq

< K(z,y) + O(logn) + log g(n) + log r(n) (by Equation (11))

< pnKf(z,y) + O(logn) + log q(n) + ¢ - logt, (by Lemma 18)

where ¢’ > 0 is a universal constant. Combining the above with Equation (9), we get
pnK'(z, 1) > pnKPsol (T("))(y | ) 4+ pnKPsel (r(”))(x) —logp,,(r(n)) — O(logn) — log q(n) — ¢ - logt.
By letting p be a sufficiently large polynomial, the above yields
pnK'(z,y) > pnK'(y | z) + pnK'(z) — c - logt,

for some universal constant ¢ > 0. O]

4 Worst-Case Hardness of MINNKT: Proof of Theorem 1

In this section we prove Theorem 1.

Proof of Theorem 1. The theorem follows directly from Theorem 33 and Theorem 34, stated and proved in
Section 4.1 and Section 4.2, respectively. O
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4.1 The Easy Direction

Here we prove the following.
Theorem 33. I[f NP C BPP, then MINNKT € BPP.

Proof. By [Ko82], we know that NP C BPP implies PH C BPP. Therefore, it suffices to prove that
MINnKT € PH. By definition, we have

(z,1%,1") € MINNKT <= nK'(z) < s

Vw € {0, 1}, II(€; w; €) outputs x or L in ¢ steps,

<~ dIL, |II] < s, )
Jw € {0, 1}, TI(e; w; €) outputs z in ¢ steps.

The last condition can be checked by a ¥:5-machine in time poly(s, t). Therefore, MINnKT € 8 C PH C
BPP. =

4.2 The Hard Direction

Throughout this subsection, we will assume that the underlying computational model is strongly effi-
cient, as defined in Section 2.2. We will prove the hard direction of Theorem 1.

Theorem 34. I[f MINNKT € BPP, then NP C BPP.

We will first define a technical measure of Kolmogorov complexity, namely £-nK. We then prove several
properties of /-nK. Finally, we use the measure and its properties to establish Theorem 34.

4.2.1 Technical Tool: ¢-n Kfy

Definition 35 (Z—an). For any ¢,/ € N, any v € (0,1), and any string = € {0, 1}*, we define E-nK%(x) as

E—anY(x) = min{s €Z

Pr [nK'(zor) <s+(] > 7}.

re~Up

From the definition, it is not immediately clear whether /-n K';(x) is non-negative.'® Using a simple

counting argument, we can bound its value from below by (—1 — [log1/v]), as stated in the following
lemma.'”

Lemma 36 (Lower bound for /-n Kfy). Forany (,t € N, any string x € {0,1}* and any y € (0, 1), we have

1
E-anY(x) > — {bg 7-‘ -1

Proof. For the sake of contradiction, suppose that ¢-n Kg(x) < —[log1/~] — 2. By the definition of ¢-nK,
we have

1
Pr |nK! </l—|log—| -2 >~.
TNUE[ (wor) < [ gV-‘ ]_7

16Consider for instance this definition when ~y is exponentially small.
"7 Jumping ahead, in the proof of Theorem 34 we only need to consider £-n Kf, (z) for v = Q(1), and additive constants do not
affect the argument.
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Now define the set A as

A:{:Uor

re {0,1}, nKi(zor) < £ —[logl/vy] — 2}.

Then |A| > ~ - 2¢. However, the number of programs of length at most (¢ — [log 1/~] — 2) is bounded by
20 ... 4 b= Mlogl/y]=2 < ol—flogl/vI=1 < ~ . 901 Since |[A| > ~-2¢ > ~ . 2¢71, by the pigeonhole
principle, there must be a program computing two strings in A, which is a contradiction. O

Lemma 37 (Upper Bound for ¢-n Ktv). There exists a polynomial p such that the following holds. For any
¢ €N, any string x € {0,1}* and any v € (0, 1), we have

e-nKEWHD (2) < 2] + log p(|a| + ).
Proof. Let M be the Turing machine satisfying the following.
For any strings y, w € {0,1}*, M (y; ¢; w; €) = y in O(|y|) steps.

Hence by efficient universality (Definition 12), when p is a large enough polynomial, for any » € {0, 1},
€ — (x or)isintime p(|x| 4 £) and size (|x| 4+ £ + log p(|z| + £)). Therefore, we get

Pr [k?40 (2 0 ) < fo] + £+ logp(la| +£)] =1

reUp
By the definition of ¢/-nK, we conclude that for any vy € (0, 1),
C-nKEIFH) () < | + log p(|] + £).
This completes the proof. O

Lemma 38 (Monotonicity of Z—nKtW(x) on v and t). For any v1,v2 € (0,1) satisfying v1 < 7o, any
0 t1,ty € NT satisfying t1 > to, and any string x € {0,1}*, we have

€-anyll () < E-nK’;Q2 (z).
Proof. Let s = (-nK'2 (). Then we have

Pr [nK' < s] > .
r~zr4£ [n (xor) < s] > v
By non-determinism extension (Definition 12), for any r € {0, 1}, we have nK"(z o 7) < nK"2(z o 7).
Hence we get
Pgl [nKtl(xor) < s] > v9 > 7.
reUe

Hence by the definition of /-nK, ¢-n Kfyll (z) < s. Substituting s by ¢-n Kffz (x) finishes the proof. O

Lemma 39 (Monotonicity of ¢-n Klt7 (z) on ¢ and x). There exists a polynomial p such that the following
holds. For any £,0' € Nwith{ < ¢, any v € (0, 1), any strings x,y € {0,1}*, and any t € N, we have

g/_any+p(|m|+|y\+€’)(x) < £-nKt7(:p oy) +logp(|x| + |y| +¢)

Proof. Let s = (-nK! (x o y). For a string r € {0, 1}, we say r is good if nK*(z 0 yy o 7') < s + £. Then by
the definition of ¢-nK, with probability at least v over r ~ Uy, r is good. For such a good r, ¢ — (zoyor)
can be non-deterministically computed in time ¢ and size s + ¢. For any integer 1, let i denote the binary
encoding of ¢ with each bit duplicated, concatenated with 01. Let M be the Turing machine satisfying the
following property.
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For strings x, y, r, 7', w € {0,1}*,
M(momor’;xoyor;w;e):xoroT’

in poly(|z|, [y, [7[, [']) steps.

Hence by efficient universality (Definition 12), for any ' € {0,1}Y ¢, (zoyor) = (zor o) is
in non-deterministic time poly(|z| + |y| + ¢') and size (¢ — ¢ + O(log(|z| + |y| + ¢'))). By efficient
composition (Definition 12), when p is some large enough polynomial, for any good r, ¢ — (xoror’)isin
non-deterministic time ¢ + p(|x| + |y| 4+ ¢') and size (s + ¢’ + logp(|z| + |y| + ¢')). Therefore, we have

Pg'{ nKIFPUSHYIHE) (3 6 1 0 1) < s + 0/ + log p(|@] + |y| + ¢)| > Pg'{ [r is good] >~
re~Uy reUy
TINMZ’—Z

In other words, E’—anerp('wIHy‘H/)(x) < s+logp(|z| + |y| + ¢). Substituting s by £-nK’ (z o y) finishes
the proof. O

Similarly to MINnKT, we can define the MIN/-nKT problem for /-nK.
Definition 40 (MIN/-nKT). We define MIN/-nKT as the promise problem (YES, N O) such that

K—nKi/a(:c) <s = (x,1%,1%,1¢,19,1%) € YES,
Ky /0 () > 8 = (2,1%,19,15,1%,1%) e NO.

A basic property of MIN/-nKT is that its easiness follows from the easiness of MINnKT.
Lemma 41. If MINnKT € BPP, then MIN{-nKT € prBPP.

Proof. Suppose we are given an instance (z,1%,1%,1¢,1%,1%) that is in the promised set of inputs for
MIN/Z-nKT, and we want to decide whether itis in YES or N O. If it is in YES, then we have ¢-n Ki/a(x) <
s, and by the definition of /-nK, we get
Pr [nK'(zor) <s+(] > é
reUy a
On the other hand, if the instance is in /O, then we have ¢-n be_l)/a(x) > s, and by the definition of /-nK,
we get
b—1
Pr [nKt(acor) < s—l—ﬂ < — .
re~Up a
Therefore, in order to solve MIN/-nKT it suffices to use an algorithm for MINnKT to distinguish the two
cases described above. While this is a standard argument, for completeness, we describe the reduction and
its analysis below.

Let A be a probabilistic polynomial-time algorithm that decides MINnKT with error 1/3. Let A™
denote the algorithm that runs A for m times and takes a majority vote. By Chernoff bound, the error of
A™ on any given input is bounded by 2="*/18_ Our algorithm B for deciding MIN/-nKT works as follows:
it first defines & = 18a?, then it takes k independent samples Ry, ..., R ~ U. Next, for each i € [k], it
computes X; = Al36108K1 (2 o R; 15, 1%). Finally, it computes V = (32¥_, X;)/k, and accepts if and only
ifV>(b-1/2)/a.

It is not hard to see that B runs in time poly(|x|,t, s, ¢, a). We claim that B computes MIN/-nKT with
error at most 1/3. Let Y; = MINnKT (o R;, 1%, 1*). First, since the error of A™ is bounded by 2/18, by a

union bound, we have

1
Pr[Ji € [k], X; # Y;] < k- 2736lgk/18 = (12)
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That is, with probability (1 — 1/k), all MINnKT (z o R;, 1, 1*) are computed correctly by A36108k1 Next,
if the input is in YES, then by the definition of MIN/-nKT, we have E[>>% | ;] > k - b/a. Also, Y; are
independent identically distributed random variables in {0, 1}. Therefore, using Chernoff bound, we get

k

b—1/3 1
ZYi<k- / <exp|—-2-— k) =" (13)
a 9q?

=1

Pr

Combining Equations (12) and (13) with a union bound, we have

k

b—1/3
SN <k a/]§6‘4+
=1

11
P <
r k=3

That is, the probability of B rejecting an input from YES is at most 1/3. Similarly, one can show that
the probability of B accepting an input from N'O is at most 1/3. Hence we conclude that MIN¢-nKT =
(VES,NO) € prBPP. O]

4.2.2 Useful Bounds for /-n Kf/

In this section, we state and prove the following lemmas for /-nK, which are important ingredients in
the proof of the hard direction of Theorem 1.

Lemma 42 (DP computation overhead). There exists a polynomial p such that the following holds. For any
n,m, k,t,0 € N, any vy € (0,1) and any strings x € {0,1}",y € {0,1}™, 2z € {0, 1}, we have

Z—nKtjp(”mM) (x o DPr(y; 2)) < f—an/(:c oy) + mk + log p(nmkf).

Proof. Let s = E—nKtv(a: o y). We say that a given r € {0,1}* is good if nK*(z 0 y o r) < s + £. Then by
the definition of /-nK, with probability at least v over r ~ Uj, r is good. For a good r, ¢ — (z oy or)isin
non-deterministic time ¢ and size (s + ¢). For any integer 4, let i denote the binary encoding of ¢ with each
bit duplicated, concatenated with 01. Let M be the Turing machine satisfying the following.

For any n,m, k,¢ € N*, and for any strings = € {0,1}",y € {0,1}™ 2 € {0,1}" r €
{0,1}¢,w € {0,1}*,

M(fiomokolozzoyor,wye) = (xoDPy(y;z)or)
in poly(nmk?) steps.

By efficient universality (Definition 12), (x o y o ) — (x o DPg(y;a) o r) is in non-deterministic time
poly(nmkf) and size (mk + O(log(nmkf))). Then by efficient composition (Definition 12), when p is
some large enough polynomial, ¢ — (z o DP(y;a) o r) is in non-deterministic time (¢ + p(nmkf)) and
size (s 4 £ 4+ mk + log p(nmk()). Therefore, for any good r € {0, 1}, we have

nKHPOED (3 0 DPL(y:a) o 1) < s + £ 4+ mk + log p(nmkf).
Because the fraction of good r ~ U is at least v, we conclude that
g_anyﬂ)(nmkf) (x o DPi(y;a)) < s+ mk + log p(nmkf).

Substituting s by ¢-n Ktv(g: o y) completes the proof. U
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Lemma 43 (Highly efficient weak symmetry of information surrogate for -nK). For any n,m,t,{ € NT,
any 0 < a <y < 1, and any string x € {0,1}", we have

Pr [(-nK! (zow) > ({4+m)-nK!_,(z) +m] > a.

w~Um,

Proof. Let s be the smallest integer satisfying

Pr [(-nKl(zow) <s]>1—a.

w~Um

Then by the definition of /-nK, we have

Pr | Pr [nKt(xowor)gs—Fﬂ >y >1—a.

welp, | r~Uy
Therefore, we have
Pr [nK'(zowor)<s+{] >~v(1—a)>7y—a

w~ U,
reUp

By the definition of /-nK, we get
¢+ m)—an_a(x) <s—m.

In other words, s > (£ 4 m)-nK?,_, (x) + m. Now by minimality of s, we get

Pr [ﬁ—any(:z:ow) <s-1]<1l-a

wr~Upm,

In other words, Pr~qy,, [(-n Kfy (x ow) > s] > a. Substituting s, we get

Pr [E—nKtv(x ow) > (L4 m)—nK;,a(I) +m| > .

wr~~Um
This completes the proof. 0

Lemma 44 (Chain-rule style relation between ¢-nK and pnK). There exists a polynomial p such that the
following holds. For strings x,y € {0,1}* and parameters {,t,t1,to € N* and v,~', X € (0,1) satisfying
the following constraints:

ety </,
o t >t + p(|z| + [y| + £),
c(1=y)2>200—=)+1-=N),

we have
t-nK (zoy) < E-an{l,(x) +pnKZ(y | z) + log p(|z| + |y| + €).

Proof. The general idea is that, if to < ¢, then to non-deterministically compute x oy we can use the random
(-bit string generated along with z via é-nKzl, (z) to obtain y from pnK§(y | ). Let £-n Kf/l, (x) = s1, and

pnK4(y | =) = sy. Without loss of generality, we assume that so < || + |y|, because otherwise, by

Lemma 37, when p is a large enough polynomial, we have /-n KQ(MHZ’HE) (xoy) <|z|+ |y| + logp(|z| +
ly| + £), which finishes the proof. Now for any string € {0, 1}¢, we define the following conditions:

(C1) r satisfies nK" (z o7) < 51+ £.

(C2) r satisfies nK (y | z;7) < so.
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Then we have the following claim:

Claim 45. Ifr satisfies both (C1) and (C2), then for a large enough polynomial p, we have nK'(zoyor) <
s1+ s2 + £+ log p(|z| + [y| + ).

Proof of Claim 45. By (C1), we have
€ — (z or) in non-deterministic time ¢; and size s + /. (14)

By (C2), we have
(x;7) — y in non-deterministic time ¢ and size ss. (15)

Let II be the program of Equation (15). Let M be the Turing machine which gives efficient simulation for
the computational model (Definition 12). Then, for a large enough polynomial py, since so < |z| + |y|, we
have

« Vw € {0, 1}, M(IT; z; w; r) outputs either y or L in po(|z| 4 |y| + £) steps,
« Jw € {0, 1}, M(IT; z; w; r) outputs y in po(|z| + |y| + £) steps.

For any integer i, let 7 denote the binary encoding of 7 with each bit duplicated, concatenated with 01. Let
M’ be the Turing machine satisfying the following condition.

For any IT, z, w,r € {0,1}* and any ¢ € N satisfying ¢ < |w|, on input (|?1E| olo IT; x o wj €),
M’ runs M (IT; z; wy; r) to obtain y, where wy denotes the length-¢ prefix of w. If y # L, it
outputs x o y o r; otherwise it outputs L.

Then for a large enough polynomial py, for any ¢’ > t we have
« Yw € {0,1}", M/(m o 0 oTl;z o r;w;e) outputs either (z o y o) or L in py(|z| + |y| + €) steps,
« 3w e {0,1}, M'(Jz| o L o I; 2 o 7 w; €) outputs (z o y o 7) in py (|z| + |y| + £) steps.

By efficient universality (Definition 12), when ps is a large enough polynomial, we get

(x or) — (x oy or) in non-deterministic time po(|z| + |y| + £)
and size (s2 + log p2(|z| + |y| +£)). (16)

By applying efficient composition (Definition 12) to Equations 14 and 16, when p is a large enough polyno-
mial, we get

€ — (x o y or) in non-deterministic time (¢1 + p(|x| + |y| + ¢))
and size (s1 + s2 + £ + log p(|z| + |y| + £)).

Since t > t1 + p(|z| + |y| + £), we have
nK'(zoyor) < s+ sy +L+logp(lz| + |y| + 0).

This completes the proof of the claim. o
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By the definition of ¢-nK., and pnK, for r ~ Uy, r satisfies (C1) with probability at least ', and r
satisfies (C2) with probability at least \. By a union bound, with probability at least 1—(1—+")—(1—X) > ~,
r satisfies both (C1) and (C2). Hence by the definition of /-nK and Claim 45, we have

(-nKL (2 0 y) < £-nK2 (z) + pnKS(y | ) + log p(|z| + [y| + €).

Since to < ¢, by randomness and non-determinism extension (Definition 12), we have pn Kﬁ(x) <pn th ().
Hence we get
t-nK (zoy) < E-nKil,(x) + pnK (y | 2) + log p(|z| + |y| + ),

as desired. O]

4.2.3 Main Lemma: Bounding Conditional pK

Lemma 46 (Main Lemma). Suppose MINnKT € BPP. Then there exists a polynomial p and an integer
No € N7 such that the following holds. For any n,m,T,(,t,b € NT and any string x € {0,1}",y €
{0, 1} satisfying the following constraints:

¢ 2/3<b/nd <1,
s No<n<m<r.
o T < U< T
o t>2p(7),
we have
PP (y | 2) < KTy s (y | @) + £nK P o (@) = (4 72)-nK(PT) () + log p(1).

Proof. Let p1, p2, p3, p4 be the polynomials defined in Lemmas 37, 39, 42 and 44 respectively. Without loss
of generality, we assume they are all monotone. We define k as

—pa(T8 -6
k= ek RO (@ o y) — (04 70K @) + [logps(r%)] + [log pa(r9)] +1. (A7)

First, we argue that k is a positive integer. By our assumptions on the parameters, when Ny is large enough,
we have n +m + ¢ + 73 < 75. Hence we have

B2 0Ky 7T (@ o y) — (04 7)-nK( 37 (@) + log pa(7%) + 1

> E—nK;ﬁ(Ts)(az oy) — E-nK€b72)/n3 (roy)+1 (By Lemma 39)
> Z—nKZ}fg(TS)(m oy) — E-nKZ?fg’(TS)(a; oy)+1 (By Lemma 38)
=1 (18)

Next, we upper bound and lower bound the value of k. We will then use the DPG reconstruction lemma to
finish the proof.
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Upper Bound for k. Since n < m < 7 </, by Lemma 44, we get

8

pa(r® . e (+8)—pa (6
Z—nKz/sg( )(a: oy) <pnKi_y/s(y | ) + E—nKEbfi’)(/ng Pa )(:L‘) + log pa(79). (19)

Therefore, by combining Equations (17) and (19), we have

i (T8)—py (76 76
k< pnK] s (y | @) + 60K, j_’;)( /n; P () — (0 + 73>—nK§b+f;§ /nl, (z)
8

+ log p3(7®) + log pa2(7°) + log pa(7°) + 3.

Therefore, when ¢; is a large enough polynomial, we get
k< pKT_y sy | @) + £nKG 1T (@) = (€4 7%)-nK (7 (2) + log i (7). (20)

Lower Bound for k. We first show a loose upper bound on k£ when p and Ny are large enough. Based on
this, we give a lower bound for k. When p is a large enough polynomial such that p(z) > p3(2®) 4 p1(29),

t > p(r) > p3(7®) + p1(7°). By Lemma 37, E—nKtbjﬁa?(TS)(w oy) < n+m+logpi(n+m+() <

27 + log p1(79). By Lemma 36, we also have (£ + 73)-n Kgfg)(;g(x) > —2. Therefore, we have a loose
upper bound for k:
k <27 +log p1 (7°) + log p3(7°) +log pa(7°) + 5.

Since 7 > Ny, when N is a large enough constant, we have k < 37. Therefore, we get mk + k < 73, and
76 > ¢+ 73 4 n. By Lemma 39, we get

6

(6 +7)nK( 37 M (@) — o pa(r) < (£+ 79)-nK 3T () — log (€ + 70 + )

< (0 mk + k)-nK{,_y) /s ().

We also have 78 > nmk#, which gives us

€—nKZ77f§’(TS)(x oy) + log p3(78) > €-nKZ75§’(an) (x o y) + log ps(nmkl).

Therefore, we can now lower bound &:
pa(78 -6
k= t-nKy 20 (2 0 ) — (04 790K 72 () + Nlog pa(7%)] + [log pa(7%)] + 1
> Z—nKZng’(an) (x oy) + logps(nmkl) — (£ + mk + k)-nKlébi2)/n3 (x) + 1. (21)

Distinguisher for the Direct Product Generator. By Equation (18), when Ny is large enough, £ > 1
always holds. Here we define an algorithm D to distinguish DPy (y; U,k ) from U,k . We set the threshold

s ={-n Kf);jg(”m’“‘) (z oy) +mk + |log ps(nmkfl)]. (22)

By Lemma 41, MINnKT € BPP implies MIN¢-nKT € prBPP. Let B be the polynomial-time algorithm
that decides MIN/-nKT with error 1/n*. We define the distinguisher D, which depends on z, as follows:

1. D gets input z € {0, 1}7F+F,

2. D outputs B(z o z,1%,1¢,1¢, 17" 1%).
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In fact, if z ~ DPy(y; Ui ), then by Lemma 42 and Equation (22), we get

Pr [ﬁ—nKz/n3(:c o DPy(y; w)) < s} =1.

wrlm

Therefore, we have

1
P D(DPy(y; =1]>1- —.
JBr o DOP(piw) =1 21— (23)
Randomness of D

On the other hand, if z ~ U+, then by Lemma 43, we get

1
Pr E—nK'Eb_l)/ng (xow) > (L +mk+ k:)—nK%b_Q)/ng () +mk+k| > —.

WUy o4k n

But by Equation (21) and Equation (22), we have
(L + mk + k)'”K€b72)/n3 () +mk+k>s+1

Combining these two inequalities, we get

1
t
wNLIZfHk [Z_nK(b—l)/n3 (row) > s+ 1} > -
Therefore, we have 1 1
ok D) =1 <1-25+ 7 o

Randomness of D

By comparing Equation (23) and Equation (24), we see that D distinguishes DP (y; Uy, ) from Uy, 45 with
probability 1/n% — 2/n* > 1/n*. Then by Corollary 24, there exists some polynomial p,, such that

prDp(t)rnD(y) S k -+ 1ngDP (t)

We can store the program of D in the description, as well as ¢, n, m, k, s, £, b, which takes no more than
O(logt) bits in total. If we have x, then we can simulate D, which runs in time poly(¢), and answer the
oracle queries. Therefore, when g5 is a large enough polynomial, we have

pK2O (y | 2) <k + log ga(t). (25)

Putting It All Together. To summarize the previous paragraphs, when p is a large enough polynomial and
Ny is a large enough constant, by Equation (20) there exists some polynomial ¢; such that

k< KTy (y | @)+ 6nKG 857 () — (0 4+ 72)-nK (07 (2) + log aa (7).
Also, by Equation (25), there exists some polynomial go such that
k> pKEO(y | 2) —log ga(t).
Combining these two inequalities, we get
pK2(®) (y|z) < an‘{_l/ng (y | z)+ E'nKlzb_ﬂ;%i‘ (x) — (L + 73)-nK'é:_q;§;7)13 () +1og q1(7) + log qa(t).

Therefore, when p is a large enough polynomial, we get

PR (y | ) < Py sy | ) + Lk 1) () — (04 7K () + Toga(0),

as desired. OJ

34



4.2.4 Proof of Theorem 34

We first state and prove the following lemma, which is then used to establish Theorem 34.

Lemma 47 (Witness compression). Let L = SAT, and define L, = LN {0, 1}". Suppose L € NTIME[n].
For a given x € {0,1}", define A, C {0,1}" to be the set of witnesses for x. If MINnNKT € BPP, then
there exists a polynomial p such that for any n, any x € L, and any y € A,, we have

pKP) (y | z) < log |A4| + log p(n).

Proof. If x € Ly, then by Theorem 4, there exists some polynomial p . such that for any y € A,
pnKPLc (") Ae (4 | 1) < log | Ay| +log p,. (n€). Since A, is decidable in time n¢ given z, and by Lemma 29
we can amplify the success probability, we get that there exists some polynomial p; such that p;(z) > 2,
for a large enough constant d > 0, and

prkE ™) (y | 2) < log |A| +log 1 (n). 20

Let p, be the polynomial stated in Lemma 46. Let m = n®, 7 = p;(n). Then by Lemma 46, when n is large
enough, for any /,t,b € N* satisfying 2/3 < b/n® < 1,7 < £ < 74,¢ > po(7), and any string 2 € {0,1}",
y € {0,1}"°, we have

P20 (y | 2) < pnKT sy | @) + 0K P27) (@) — (4 79)-nKG P7) () + log pa().

Now, setting ¢ to be some polynomial of n, if we could bound (¢-n Kgﬁ)(;zﬁ (z)—(+7%)-n KEZ_” ;)(;7)13 (z)) by

a constant, then using Equation (26) we would be done. Even though we don’t know how to do this directly,
we can use a telescoping sum trick. More specifically, let p3 be the polynomial stated in Lemma 37. We
define three sequences {¢;}!" . {t;}i" and {b;}}_, recursively:

« lo =70 =Ly + 75, Vi € [n].
* to = 2pa(7) + pa(7°); ti = tio1 + 2pa(7), Vi € [n].
 bo = [3n3/4]: by = b1 — 3, Vi € [n].

It is not hard to verify that for any i € {0,...,n}, ¢;,t;, b; satisfy the conditions of Lemma 46. Hence we
get
PP (y | 2) < KTy (y | @) + LimnK( P37 (@) = (G + 7%)-nK( P27 (2) + log pa(ts). (27)

Now using a telescoping argument, we get

o i () oG 23000 = 30 (4K i) — i onKG 270 )

= (b 72470 () = (8 + 7%) (P2 ()

By Lemma 37, we have

— T ‘I'6
lonK(o P27) () < (7)-nKET) (@) <+ log s (7°),
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which is at most 1.5n for all large enough n. On the other hand, it follows from Lemma 36 and the definition
of by, that —,,-n Kiz,:ﬁ)(?ﬁ (x) = O(1). This implies that

LK P20 () — LKy P2) () < 20,

provided that n is large enough. By averaging, there must be some i € {0,...,n — 1} such that

(6nKGy 730700 (@) = (6 + 7K (0)) < 2.

For such an 7, by Equation (27) we have

pKP2() (y | ) < pnK(_, 3y | 2) + log pa(ts) + 2.
Note that ¢; < t,,. Then the above yields

pK?2 ) (y | 2) < pnKT_, 5 (y | @) + log pa(tn) + 2.

Combining this with Equation (26) and using that 7 = p;(n), we get that for all large enough n, for any
x € Lyandy € A,

pKP2(")(y | 2) < log |Ag| + log p1(n) + log pa(tn) + 2.

Notice that t,, < (2n+2)p2(7) +p3(7%) = (2n+2)p2(p1(n)) +p3(p$(n)), which is polynomially bounded
by n. Hence for a large enough polynomial p, we have

pKP" (y | ) < log|A,| + logp(n),
which concludes the proof. O

Proof of Theorem 34 from Lemma 47. Our randomized polynomial-time algorithm B for deciding L =
SAT works as follows:

1. B getsz € {0,1}" as input.
2. B takes a sample y from USamp(l”c7 1P x).
3. B checks if y is a witness for x.

4. B repeats steps 2 and 3 for O(n¢-p(n)) rounds. If at any round, y is indeed a witness for z, B accepts;
otherwise B rejects.

Ifx &€ Ly, then A, = &, so B never accepts z. If z € L, then by Lemma 47 and Proposition 26, for any
y € Ay, the probability that USamp(1™°, 17(") z) = y is at least Q(1/(n° - p(n) - |A,|)). Adding up the
probabilities for each y € A,, we get

Pr [y € Azl 29(1>.

y~USamp(17°,1P(") 1) ne - p(n)

Therefore, if we sample O(n° - p(n)) times, we can obtain some y € A, with probability {2(1). Hence B
accepts x with probability Q(1). Since this probability can be easily amplified, we conclude that L. € BPP.
Finally, since L = SAT is NP-complete, we conclude that NP C BPP. O
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S Average-Case Hardness of MINNKT

In this section, we show Theorem 2 and Theorem 3. We begin with some useful tools.

5.1 Technical Tools

We will in fact consider an assumption that is weaker than MINnKT being average-case easy. More
specifically, let “(coMINnKT,2) € Avg'BPP” denote the following statement.

There exists a constant ¢ > 0, a polynomial p, and a probabilistic polynomial-time algorithm A
such that the following hold for all sufficiently large n, all t > p(n), and all s < n — ¢ - log t:

1. For every z € {0,1}" with nK'(z) < s, we have Pry[A(z,1%,1) = 1] > 2.
2. With probability at least 1 — 1/t over z ~ {0,1}", we have Pr4[A(z,1%,1%) = 0] >

wlin

Also, let “(coMINKT, () € Avg'BPP” denote the analogous statement where nK® is replaced by KZ.
We first state some results that are implicit in prior work, e.g., [Hir18, Hir20b, GK22, Hir22c, HKLO24].
We omit the details of the proofs since no new ideas are needed.

Lemma 48. The following holds.
(MINNKT, U) € AvgBPP = (coMINnKT,U) € Avg'BPP = (coMINKT,U) € Avg'BPP.

Proof Sketch. The proof of the first implication can be easily adapted from that of [HKLO24, Proposition
11]. The high-level idea is that if there exists an errorless heuristic scheme that computes MINnKT, then
we can replace | with 1 to obtain an algorithm that still accepts all strings with small nK*-complexity
while rejecting a large fraction of random strings. This follows from the fact that a random string has large
nK¢-complexity, and the new algorithm will only err on a small fraction of these strings.

The second implication follows from the fact that nK*(z) < K!(z) for every x and ¢. O

Lemma 49 (Symmetry of Information for pKt; See, e.g., [HKLO24, Lemma 36]). If (coMINKT,U) €
Avg!'BPP, then there exist polynomials D, and po such that for all sufficiently large x,y € {0,1}* and
every t > po(|z| + [yl),

prSoI () (y | l‘) < pKt(:C, y) _ prSoI (t) (x) + ]ogpSOI (t)

Lemma 50. If (coMINKT,U) € Avg!'BPP, then there exist a constant ¢ > 0, a polynomial Dy, and an
algorithm Approx-depth that, on input (z,1%,1%2 1%), where x € {0,1}", t1,t2,k € N with t1,t3 > cn,
runs in time poly(n, t1,ta, k) and with probability 1 — 2% outputs an integer s such that

prdth (tl)(‘r) - pKt2 (iE) =S S pKt1 (x) - prdth (t2)('1:) + 1ngdth (tl) + logpdth (tQ)

Proof Sketch. The proof ideas are similar to those in [HKLO24, Lemma 47]. The main difference is that, in-
stead of using a generator with a rK!-style reconstruction and sub-optimal advice complexity as in the proof
of [HKLO24, Lemma 47], we employ the direct product generator, which has a pK'-style reconstruction
and optimal advice complexity. O

Lemma 51. If (coMINnKT, ) € Avg'BPP, then there exists a polynomial py such that for all z € {0,1}*
andt € N,
pK? ) (2) < pnK'(2) + log p1 (1)
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Proof Sketch. The proof can be easily adapted from that of Lemma 56, by considering x to be the empty
string in the statement of Lemma 56. O

The following is the main technical lemma for this section.

Lemma 52. If (coMINnKT,U) € Avg!'BPP, then there exist polynomials p and q such that for all x,y €
[0,1}" and all t > q(Jz], |y,

KO (y | ) < pnK'(y | ) + pK' (z) — pKP") (2) + log p(t).

Proof. Assume (coMINnKT, /) € Avg'BPP. Fix z,y € {0,1}" and t > ¢(|z|,|y|), where ¢ is a suffi-
ciently large polynomial.

First of all, note that by Lemma 48 and Lemma 49, we get symmetry of information for pK!. Now let
p1 be the polynomial from Lemma 51. We have

pKPsal P10 (4 | ) < pKP12) (7, 4)) — pKPsal P1(2) (1) 4 log ps., (p1(2t))
< pnK%(z,y) — pKPsal P12D) (1) 4 Tog pe_, (p1(21)) (by Lemma 51)
< pnKi(y | z) + pnK(z) — pKPsa P120) (1) 4 log p,, (p1(2t))
< pnKi(y | @) + pK'(z) — pKPsa P10 () 4 Tog pe , (p1 (21)).

Let p be a sufficiently large polynomial, the above yields
pKPU(y | z) < pnK'(y | ) + pK'(2) — PP () + log p(1),

as desired. OJ

5.2 Proof of Theorem 2

In this subsection, we prove Theorem 2.

Proof of Theorem 2. Let L € NP. For an instance z € {0,1}", let A, denote the set of witnesses of = (with
respect to some fixed verifier). Without loss of generality, we assume that every string in A, has a length of
exactly m, where m = poly(n). Let D := {D,, },,en be a polynomial-time samplable distribution family.

Assuming (MINnKT, i) € AvgBPP, we show an errorless heuristic scheme for solving L over D. The
idea is to employ Lemma 52 and show that pKP®)(yy | ) < pnK'(y | ) + O(logn) for most instances
x ~ D. Then we can use language compression for pnK’ (Theorem 4) and follow the argument as shown in
the proof of Theorem 10 to obtain an witness for those instances, using the universal sampler. For this, we
show that computational depth, pK*(z:) — pKP(*) () as appear in Lemma 52, is small for most . Moreover,
in order to make the algorithm errorless, we need to be able to recognize the “bad” x’s whose computational
depth is not small. More specifically, we need the following depth certifying algorithm.

Claim 53. Let p be the polynomial in Lemma 52. There exists a probabilistic polynomial-time algorithm
Certify, a polynomial pi, and a constant d > 0 such that for every n,k € N and t > pi(n), the following
holds with probability 1 — 27% over the internal randomness of Certify:

1. Forevery z € {0,1}", if pK!(z) — pKP®) (2) > d - log t + log k, then Certify(z, 1!, 1%) = 0.

2. Also,

1
Pr [Certify(z,15,1%) =1]>1— —.
xNZI)‘n[ ertify(z, 1%, 1%) | > ok
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Proof of Claim 53. Let Approx-depth be the algorithm in Lemma 50, and let d > 0 be a constant specified
later. We define Certify as follows.

On input (x, 1%, 1¥), compute s := Approx-depth(z, lpc?tr}(t), 17 174k Tf 5 < d-log t+log k,
accept; otherwise, reject.

By the correctness of the algorithm Approx-depth (Lemma 50) and a union bound over the set of n-bit
strings, it is easy to see that with probability at least 1 — 2%, it holds that

pK! (z) — pr(t) () <s< prc?t&(t) (x) — prdth(p(t))(:r) + log(t) + log p,,, (p(1)).

The first property of Certify stated in the claim follows directly from the lower bound of s above.
For the second property, we use the upper bound of s and show that with probability at least 1 — 1/k
over x ~ D, it holds that the quantify

pKPan ) () — pKPan (1) () 4+ log(t) + log p,y, (p(t)) (28)

is at most < d - logt + log k.
First of all, by the coding theorem for pK' (Theorem 20), we have for every = € Support(D,,)

prJuf (t)(x) < log + O(logn), (29)

1
Dy ()

provided that ¢t > p;(n) for some sufficiently large polynomial p;.
On the other hand, by Lemma 19, we have

Pr [K(az) > log

xz~Dp,

— O(logn) — log 214:] >1- L (30)

1
Dn(z) 2k°

It follows that with probability at least 1 — 1/(2k) over x ~ D,,, we get
pKPan @ () — pKPan 1) (1)
< prd_tI}(t) (x) — K(z) + O(log p,,, (p(1))) (by Lemma 18)

< (o2 5, +Ottogm) ) — (o 55 ~ Ollorm) ~ 05 2k) + gy (9(0)
(by Equations (29) and (30))

1
Dy (z)

< (d/2) -logt + logk,

provided that d is sufficiently large. Finally, by plugging the above into Equation (28), we get that Equa-
tion (28) (and hence s) is upper bounded by d-log ¢t +log k. This completes the proof of the second property
of Certify and hence the claim. o

Before describing our final heuristic scheme for solving L, we show how we can solve L for those x
whose computational depth is small. Define the following procedure B.

On input z, run USamp(1™, 1P(2(") 2} where py > max{p,.,q}, p is the polynomial in
Theorem 4 and p, g are the polynomials in Lemma 52. Let y be the output of USamp, if 3 is an
L-witness of x, accept. Otherwise, reject.
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Consider the case when the following condition holds:
pKP2(") () — pKP@2(M) (1) + log p(t) < d - log pa(n) + log k. 31)
Then we have

pKP®20) (y | z) < pnKP2((y | @) 4 pKP2( () — pKPP2() (2) 4 log p(pa(n))  (by Lemma 52)
< log | Az | + log pa(n) 4+ pKP2™ () — pKP®P2(M) (1) 1+ log p(pa(n)) (by Theorem 4)
< log|Ay| + logpa(n) + d - log p2(n) + log k + log p(p2(n)) (by Equation (31))
<log|A;|+d -logn + logk,

where d’ > 0 is a sufficiently large constant. Then by Lemma 32, we get that A solves L on x with
probability at least 1/poly(n). Using standard techniques, we can amply the success probability of B to be
at least 9/10.

We now describe an errorless average-case algorithm for solving L. Let A be the following algorithm.

On input (z,1",1%), we first run Certify(x, 172(") 1%). If it rejects, we output L. Otherwise,
we run B(x) and output its returned answer.

To see that the above algorithm is heuristic scheme for solving L, first note that with probability at least
1 — 2% over the internal randomness of Certify, we either have that Certify rejects, in which case we output
L, or Certify accepts and in the latter case, by the first property of Certify stated in Claim 53, the condition
as specified in Equation (31) holds, and the algorithm B will correct decide L on = with probability at least
9/10. It follows that with probability at least 4/5, the above algorithm A outputs either L or the L(x).

Secondly, by the second property of Certify stated in Claim 53, with probability at least 1 —27* over the
internal randomness of the our algorithm, we output a value that is not L with probability at least 1 —1/(2k)
over x ~ D,,. By a simple averaging argument, we get that

H‘@M@ﬂﬂﬂ:H<U5ZLJM

x~D,,

This completes the proof of Theorem 2. O

5.3 Proof of Theorem 3
In this subsection, we show Theorem 3.

Proof of Theorem 3. Let L € NP. For an instance = € {0,1}", let A, denote the set of witnesses of x (with
respect to some fixed verifier). Without loss of generality, we assume that every string in A, has a length of
exactly m, where m = poly(n). Let D : {D,, },en be a polynomial-time samplable distribution family.
Assuming MINnK T,/ € AvgBPP, we show an randomized algorithm for solving L in time 20(*/1087)
The idea is to employ Lemma 52 and show that for every instance z, pKP®) (y | z) < pnKi(y | z) +
O(n/logn) for some t < 20(n/1087)  Then we can use language compression pnK’ (Theorem 4) and
follow the argument as shown in the proof of Theorem 10 to obtain an witness within the claimed time.

Claim 54 ([Hir21]). For every ¢ > 0, every non-decreasing polynomials 3 and p, and every large enough
x € {0,1}", there exists a time bound t such that 3(n) < t < 2" and

t _ nKkP®) n
pK*(z) — pK (x)go(logn)
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Proof Sketch of Claim 54. The proof can be easily adapted from that of [HKLO24, Lemma 12], which fol-
lows from a simple argument using telescoping sum. o

Consider the following algorithm A for solving L.

On input z € {0,1}", run USamp(1™, pen/iesn x), where ¢ > 0 is a constant specified later.
Let y be the output of USamp, if y is an L-witness of z, accept. Otherwise, reject.

It is easy to see that the above algorithm runs in time 2°("/108™) Next, we argue its correctness.
Let p, . be the polynomial in Theorem 4 and p, g be the polynomials in Lemma 52. By Claim 54, there
exists some max{p,.(n), ¢(n,m)} <t < 2V™ such that

tr) — pKP®) < n
oK' (a) oK) < O ). (32)
In this case, we have
PP (y | ) < pnK(y | ) + pK' () — pK"¥) (2) + log p(1) (by Lemma 52)
<log|A.| +logt + pK'(z) — pr(t) (z) +logp(t) (by Theorem 4)
<log|A.;|+logt+ O (107an> + log p(t) (by Equation (32))
/ .
< log |4, + =2,
logn

where d’ > 0 is a sufficiently large constant. Then by Lemma 32 and letting ¢ be a sufficiently large
constant, we get that USamp(1™, 12 logn, x) outputs a L-witness of z (if exists) with probability at least
1/ 20(n/logn) Tt follows the algorithm A will reject with probability 1 on a no-instance and accept with
probability at least 1/ 20(n/logn) on 3 yes-instance. Using standard techniques, we can amply the success

probability of such an algorithm to be at least 2/3. O

6 Worst-Case Hardness of Gap-Cond-MINnKT: Proofs of Theorem 10 and
Corollary 11

In this section, we prove Theorem 10 and Corollary 11. We first need the following lemma.

Lemma 55. If Gap-Cond-MINnKT € prBPP, then there exists a polynomial p(-) such that for all x,y €
{0,1}" and t € N,
P (y | ) < pnK'(y | x) + log p(t + |]).

For the convenience of presenting the proofs in some later results, we will prove the following stronger
lemma.

Lemma 56. Assume there exists a constant ¢ > 0, a polynomial p, and a probabilistic polynomial-time
algorithm A such that the following hold for all sufficiently large n,m' € N, all x € {0,1}", all t' >
pn+m'), and all 8 <m’ —c-log(t' +n):

1. Foreveryy' € {0,1}™ withnK!(y/ | z) < s, we have Pr[A(z,y',1%,1") = 1] >

wlin

2. With probability at least 1 — 1/t overy/ ~ {0,1}™, we have Pra[A(z,y/,1¥,1") = 0] >

win
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Then there exists a polynomial p(-) such that for all x,y € {0,1}" and t € N,
pKPUHED (y | 2) < pnK'(y | @) + log p(t + |]).

Proof. Fix z € {0,1}",y € {0,1}"" and ¢ € N. Without loss generality, we assume that ¢ > |y|. Let DP
be the direct generator, where k > 0 is specified later.

Let ¢ > 0 be a constant, p be a polynomial and A be an algorithm as stated in the assumption of the
lemma.

Let s := pnK!(y | ) and k := s+ d - log ¢ for a sufficiently large constant d > c. Then with probability
at least 2/3 over r ~ {0, 1}, there is a program II € {0, 1}* such that

« Yw € {0,1}", I(x; w; r) outputs 3 or L in ¢ steps, and
« 3w € {0,1}", I(x; w; ) outputs y in ¢ steps.
Note that the above implies that with probability at least 2/3 over r ~ {0, 1},
nKPY®) (y o 1 | ) < s+ |r| + O(log t).

Also, for every z € {0,1}™*, DP.(y; z) is computable in time poly(m) given z. It follows that with
probability at least 2/3 over  ~ {0, 1},

nK" (DPy(y;2) o 7 | ) < s+ mk +t + Ologt) := &,

where ¢ := max{p(n + m'), poly(t)} and m’ := mk + k. By the property of the algorithm A (Item 1 in
the lemma), the above implies that for any choice of z € {0, 1}mk,
4

mgrl}t [A(Dpk(y; 2)ora, 1%, 1“) _ 1} > ; : g == (33)
o

On the other hand, by the property of the algorithm A (Item 2 in the lemma), we get that

/ ! 2 4

s t _ = . / =

uw{of,;{nm [A(uOr,x,l 1 ) - 0] > 1-1/)> . (34)
r~{0,1}
o1

Comparing Equation (33) and Equation (34), we get a randomized distinguisher for DPy (y; Uy,x) with ad-
vantage 1/12, defined by sampling r ~ {0, 1}t, and outputting A(— o 7, x, 1%, lt/). By the reconstruction
property of DP, (Lemma 23), there exists some polynomial ¢ such that

pKIHED (y | 2) < k + log g(¢' + []).
Recall that & = pnK!(y | 2) + O(log t). It follows that
pKPIHE (y | 2) < pnKi(y | 2) +logp(t + |2]),
where p is some polynomial. d

Proof of Lemma 55. Given Lemma 56, it suffices to show that if Gap-Cond-MINnKT € prBPP, then the
assumption in Lemma 56 is true.

Assuming Cond-MINnKT € prBPP, let B be a probabilistic polynomial-time algorithm and 7 be a
polynomial such that, given (z, 3/, 1¥, 1t/), B accepts with probability at least 2/3 if nK'(y/ | ) < s’ and
rejects with probability at least 2/3 if nK™ D (/| 2) > &' + log 7(t' + |z]).
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We claim that B satisfies the conditions of an algorithm in Lemma 56. The first condition is immediate.
For the second condition, note that by a simple counting argument, we have that with probability at least
1 -1/t overy' ~{0,1}"™,

nK™ () | 2) > K(y' | @)
>m' — O(logt)
> s +log7(t + |z]),

where the last inequality holds as long as s’ < m/ — ¢ - logt’ for some sufficiently large constant c. In this
case, we have that B rejects with probability at least 2/3. O

We are now ready to prove Theorem 10.

Proof of Theorem 10. 1t is easy to see that Cond-MINnKT can be solved in NP using two (non-adaptive)
calls to an NP oracle. Therefore, if NP C BPP, then PH C BPP [Ko082], which implies Cond-MINnKT &
BPP. This also implies Gap-Cond-MINnKT € prBPP.

Next, we show that if Gap-Cond-MINnKT € prBPP, then NP C BPP. Let L € NP. For an instance
x € {0,1}", let A, denote the set of L-witnesses of x (with respect to some fixed verifier). Without loss of
generality, we assume that every string in A, has a length of exactly m, where m = poly(n).

By language compression for pnK’ (Theorem 4), we get that there is a polynomial P, such that for
every string y € A,,

pnKPLc (M A2 (1)) < log | A,| + log p,. (n).

Note that given x, the membership of A, is decidable in polynomial time. Hence, we can efficiently answer
oracle calls to A, given x. This implies that there exists some polynomial p; such that for every y € A,,

pnKPL () (y | z) < pnKPLc Az (y),
Furthermore, by Lemma 55, we have
pKP™(y | 2) < pnKP ™ (y | )
for some polynomial p. It follows that
pKP™ (y | @) < log|Aq| +logp(n). (35)

By Lemma 32, USamp(1™,17(") x) outputs a L-witness of = with probability at least 1/poly(n). By
standard amplification, this yields an efficient randomized algorithm for solving L with high probability. []

Proof of Corollary 11. First, by Theorem 1 and Theorem 10, the two statements “MINnKT € BPP” and
“Gap-Cond-MINnKT € prBPP” are equivalent to “NP C BPP”. To include “Cond-MINnKT € prBPP” in
this equivalence, observe that Cond-MINnKT € . Since NP C BPP implies ¥5 C BPP, it follows from
the easiness of Gap-Cond-MINNnKT that Cond-MINnKT € BPP. Finally, if Cond-MINnKT & BPP, then it
trivially follows that Gap-Cond-MINnKT € prBPP. O
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A An Explicit Computational Model

In this section, we describe one possible way of defining a computational model and a modified encoding
of programs that satisfy the properties stated in Section 2.2.

We consider multi-tape Turing machines over the alphabet ¥ = {0, 1, L }. In addition to the usual input
tape and work tapes, we allow a machine to access three additional tapes: one holding an auxiliary string,
one holding a non-deterministic guess, and one holding the randomness. We assume that the machine has
sequential access (i.e., no random access) to the randomness tape and the non-deterministic tape.'® This
assumption will be useful to guarantee “Randomness and Non-Determinism Extension”. The remaining
details of the model can be arbitrary.

We also assume an encoding function (-) for machines (which we omit for simplicity of notation) such
that there is a time-efficient universal machine U which, given (the encoding of) a machine M, an input
«, an auxiliary string x, a non-deterministic guess w, and the random string 7, runs in time poly(|M]|,t)
and outputs the string produced by M («a; x; w; ), where | M| denote the encoding length of M and ¢ is the
running time of M on («; 2:; w; ). This assumption will be useful to guarantee “Efficient Simulation”.

In several previous papers, a program is defined as a pair (M, ), where M is a machine and o € {0,1}"
is an “advice” string. However, this definition of programs alone, which does not provide further details
about the encoding of programs, might not satisfy the conditions for being “strongly efficient”, as stated in
Section 2.2. Instead, we present a generic way of obtaining the desired properties given an existing encoding,
which will be useful to guarantee “Efficient Composition”. We consider a sequence of machine-advice pairs.
More formally, a program II is defined as

IT:= ((My,01),..., (Mg, o)),

where each M; is a valid encoding of a machine and «; € {0,1}". The output of I on (z;w;r) (which
corresponds to the auxiliary input, the non-deterministic guess, and the randomness), denoted as I1(x; w; r),
is obtained as follows: !

* Let y; be the output of M («y;x; w;r). Also, let ¢; be the number of steps M («aq; x; w; ) takes to
produce y;.

* Let yo be the output of M, (ag;x O Y13 Wity 41: o] r[tlﬂ:‘?«”) and to be the corresponding running
time.

* Let y, be the output of M, (Oég; TOYp_1; w[t2_1+1:|w|];r[te_1+1:|ru) and ¢, be the corresponding run-
ning time.

* Output yp.

'8In order to avoid confusion, sequential access means that the tape head can remain at a given tape cell or move left or right in
each time step of the computation. In particular, we do not require read-only access or one-way access to the tape.

For a string z of length £ and a subset S C [£], where [¢] = {1,2,...,£}, we let wgs denote the substring of z obtained by
concatenating the bits of z corresponding to indexes in S. For a < b, we let [a : b] denote the set {a,a + 1,...,b}.
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Additionally, in each of the above steps, if L is produced, 1I outputs | and halts.
The running time of the program IT on input (x, w, r) is given by Zle t;.
We now describe how the program II is encoded. To encode a machine-advice pair (M, a), we use the
following format:
$101 (M) s2 01 v,

where (M) is an encoding of the machine M,?” and s is (resp. s2) the binary representation of the integer
specifying the length of (M) (resp. «), with each bit duplicated. The full description of II is obtained by
concatenating the encodings of all pairs (M;, o;) for i € [¢]. The size of II, denoted |II|, is the total bit
length of this description.

Proposition 57. The computational model described above is strongly efficient, as specified by Definition 12.

Proof. The “Efficient Simulation” property follows from the fact that we use a time-efficient universal ma-
chine U that can simulate any machine with only a polynomial overhead.

The “Randomness Extension” property follows from the fact that a machine only has sequential access
to the randomness tape. Indeed, if a program has a running time of at most ¢ on a random string r with
|r| > t, then since it only has sequential access to , it will never reach the end of r during its execution, and
appending any string to » will result in exactly the same output behavior. Similarly, the model also admits
“Non-Determinism Extension”.

For the “Efficient Universality” property, suppose we have a machine M and v, z, w,r € {0,1}" such
that M (ap; x; w; ) outputs y in ¢ steps. Consider the program IT := (M, o), where M’ and « are defined
as follows:

a = (M, ag), and M’ is a machine that performs the following operation: on input (o =
(M, a); z; w; ), it simulates M (a; x5 w; ).

It is straightforward to verify that the description length of II is at most |ag| + car - log |ag| for some
constant ¢p; > 0 that depends only on M. Moreover, it follows from the construction that II(x; w;r)
outputs M (av; z; w; r) = y in time t°M, provided that ¢y is chosen to be sufficiently large.

Finally, we argue that the “Efficient Composition” property also holds. Let x, y, z, 7 € {0, 1}*. Suppose
there is a program I1; = ((M1, 1), ..., (M, ay)) of size s; that computes (x; ) — y non-deterministically
in time ¢1, and a program II5 of size so that computes y — z non-deterministically in time to. We first define
the following machine-advice pair (M, a):

a := (IIa,m), where m € N is the length of y, and M is a machine that does the following:
given («a; 2z o y;w'; r'), simulate TTo(y; w'; €).

Our final program IT for computing (z;7) — z is defined as II; extended by (M, «), i.e.,
II := ((M17 al)a ey (va aé)a (Mv a)) .

First of all, it is easy to verify that the description of IT has length at most s1 4+ s2 + log p(|y| + |2|)
for some sufficiently large polynomial p. To see that IT computes (z;7) — =z, note that after the execution
of IT; on (x; ), we have non-deterministically computed y, and the running time up to this point is at most
t1. After that, M («, z o y;w';r") will be run, where w’ is the remaining part of the string on the non-
deterministic tape and r’ is the remaining part on the randomness tape. By construction, the (sub-)program
(M, «) on z o y will (non-deterministically) output z, as desired. Also, note that due to efficient simulation,
M(a, zoy;w';7') runs in time at most p(t2) +p(|x| +|y| +|z|). Therefore, the running time of the program
ITon (x;7) is at most ¢1 + p(t2) + p(|z| + |y| + |2])- O

2 A5 noted above, we assume a fixed standard encoding for Turing machines.
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B Worst-Case to Average-Case Reductions and Gap-MINpnKT

For 7: N — N, let Gap,—MINpnKT be the following problem: Given (z, 1%, 1%), where = € {0,1}" and
s,t € N, decide whether pnK*(z) < s or pnK™®)(z) > s + log 7(t). We say that Gap-MINpnKT € prBPP
if there is a probabilistic polynomial-time algorithm that solves Gap_.-MINpnKT for some polynomial 7.

Proposition 58. The following holds.
(MINnKT,U) € AvgBPP — Gap-MINpnKT € prBPP.

Proof. First of all, suppose (MINnKT, ) € AvgBPP. Then by Lemma 48, we have that (coMINnKT, /) €
Avg'BPP. In other words, there exist a constant ¢ > 0, a polynomial p, and a probabilistic polynomial-time
algorithm A such that the following hold for all sufficiently large n’, all ' > p(n'), and all ' < n' —c-logt':

1. Forevery z € {0,1}" with nK!(z) < ', we have Pr[A(z,1%,1*) = 1] > 1 — o7+

2. With probability at least 1 — 1/t over z ~ {0,1}", we have Pr[A(z,1¥,1t) = 0] > 1 — o
Let d > 0 be a sufficiently large constant and consider the following parameters.
o k:=s+d® logt.
o=k 4+t
o /=t
e s := 5+ O(loglogt') +t¢ + nk + d*log t.
Define an algorithm A’ as follows:
On input (z, 1%, 1t) with z € {0, 1}", sample z ~ {0,1}"* and w ~ {0, 1}td, and then output
A(DPk(x; Z) o w, 1%, 1t,).

Below, we show that A’ solves Gap, -MINpnKT correctly with high probability, where 7 is a polynomial
specified later.

First, consider the case that (z,1%,1%) is a yes-instance of Gap._-MINpnKT, i.e., pnK’(z) < s. By
success amplification (Lemma 29), we get that

anﬁd_l/lon/(:E) < s+ O(loglogt).

In other words, for at least 1 — 1/(10n’) of the randomness w € {0, 1}td, there exists a non-deterministic
program M of length at most s + O(log logt') that outputs 2 within ¢? steps. Note that this implies that for
any choice of z € {0,1}",

Pr [nKth(DPk(y; z) ow) < s+ O(loglogt') +t* + nk + O(dlogt)| > 1 — . (36)
ww{OJ}td ].On
Also, note that by letting d be a sufficiently large constant, we have
s+ O(loglogt') + t 4+ nk + O(dlogt) < . 37)

Equation (36) and Equation (37) together imply that

>1-— L .
- 10t

Pr [nKtZd(DPk(y;z) ow |xz) <§
w~{0,1}*"
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Then by the property of A and a union bound, we have

! ! 1
P [ADP 2) 0w, 1%, 1t :1}>1_7
w,er ( k(x7 Z) Wt ) B 5t
and so
1
Pr[A (z,15,1H) =1]>1—- —. 38
A/I'[ (ZE, ? ) :| - 5t/ ( )

Now consider any (z, 1%, 1) that is a no-instance of Gap,-MINpnKT, i.e., pK™®(X) > s + log 7(t).
We will show that
2
Pr[A'(z,1°,1") =1] <1- —. 39
PrA'(e,1°,1) = 1] <1- = (39)
Note that by combining Equation (38) and Equation (39), A’ yields a polynomial-time algorithm for solving
Gap,-MINpnKT via standard success amplification techniques.
Suppose, for the sake of contradiction, Equation (39) is not true. Then by the definition of A’, we have

! ! 2
P [ADP ) ow,z, 19 1° :1] - 40
w,z,rA ( k(x Z) W,z ) > 5t/ ( )
On the other hand, by the property of A, we get
! ! 1
P [A ow, 1%, 1t :0]>1—f. 41
u,w?A (U v ) - 2t @1

Comparing Equation (40) and Equation (41), we get a randomized procedure defined as B(— o U, 1¥, 1t/)
that distinguishes DPy,(x; Uo(nk)) from U, with advantage 1/(10#'). By Lemma 23 and by letting 7 be a
sufficiently large polynomial, we get

pK™® (2) < k+ O(logt')
< s+d®-logt+ O(dlogt)
< s+ log7(t).
This means (z, 1%, 1) is not a no-instance of Gap,.-MINpnKT, which gives the desired contradiction. [

Corollary 59. Suppose
Gap-MINpnKT € prBPP —> NP C BPP.

Then
Dist:h C AvgBPP — NP C BPP.

Proof. If DistEg C AvgBPP, then (MINnKT,U) € AvgBPP, since MINnKT € Eg. By Proposition 58,
we get Gap-MINpnKT € prBPP. Finally, by the assumption, we get NP C BPP. O

Consequently, if Gap-MINpnKT also captures the hardness of NP (extending Theorem 9), a break-
through result relating the average-case and worst-case complexities of the polynomial hierarchy would
follow.
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C Worst-Case Hardness of MINpnKT: Proof of Theorem 9
Definition 60 (MINpnKT). We define MINpnKT as a promise problem (YES, NO), where

pK} (1) <5 = (2,1%,1,1%,1°) € VES,
P"biq)/a(x) >s = (r,1%,1,1%,1") e NO.

In this section we prove Theorem 9.

Proof of Theorem 9. The theorem follows directly from Theorem 61 and Theorem 62, stated and proved in
Appendix C.1 and Appendix C.2 respectively. 0

C.1 The Easy Direction

Here we prove the following.
Theorem 61. If NP C BPP, then MINpnKT € BPP.

Proof. By [Ko82], we know that NP C BPP implies PH C BPP. We define a partial function f such that
for z = ry o---ory where each f; € {0,1}, f(z,1%,1%,1¥, 2) is defined as the number of i € [k] such that
nK!(z | ;7;) < s. We also define a language L, such that (z, 1%, 1%, 1% 1V, 2) € Liff f(x,1°, 1%, 1%, 2) > v.
It is not hard to see that . € PH, because we can use alternation of quantifiers to simulate every non-
deterministic program of bounded length, and count the number of “good” r; in z. By our assumption,
L € BPP, and by a simple search-to-decision reduction, f € FBPP. Let A be the randomized polynomial-
time algorithm computing f with 1/10 error.

Now suppose we are given (z, 1, 1¢, 1%, 1°) which is in the promised inputs of MINpnKT. Our random-
ized algorithm for deciding (z, 1%, 1%, 1%, 1b) works as follows: we set & = 18a2, and we take k independent
samples 71, ...,7x ~ Us. Then we compute & = A(x,1%,1%,1% 71 o --- o r},). We accept iff & > b_;/Qk.
Clearly this algorithm runs in polynomial time, so we only need to bound its error. In fact, by the definition
of MINpnKT and pnK, if the input is in YES, then we have

PZS [nKt(ac | e;r) < s] >

b
a

On the other hand, if the input is in N/O, then we have

b—1
Pr [nK’ ) < .
mzi [n (x]er) < s] < -

Letv = f(x,1%,1%, 1%, 71 o --- o r1,). By Chernoff bound, when input is in V€S, with probability at least
(1—e*),v> b=1/3 . and when the input is in A’O, with probability at least (1—e?),v< %k.

a

Since the error probability of A is bounded by 1/10, we have Pr[v # ¢] < 1/10. Hence by union bound,
the probability of our algorithm making an error on promised inputs is at most e =% + 1/10 < 1/3. O

C.2 The Hard Direction

Throughout this subsection, we will assume that the underlying computational model is strongly effi-
cient, as defined in Section 2.2. We establish the hard direction of Theorem 9.

Theorem 62. If MINpnKT & prBPP, then NP C BPP.
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Comparison with the proof of Theorem 34 in Section 4.2. The proof of Theorem 62 has the same
structure as that of Theorem 34, and requires essentially no new ideas. In this paragraph, we sketch the
modifications needed for the proof of Theorem 62. (Given the relevance of this result for the discussion in
Section 1.2.3, for completeness and convenience of the reader, below we also include a detailed proof of
Theorem 62.) First, analogously to Definition 35, we define a technical variant of Kolmogorov complexity
called /-pnK (see Definition 63). Then, similarly to Lemma 36, we prove a lower bound for /-pnK by
a counting argument in Lemma 64, but now we also take into account the randomness of pnK. From
Definition 40 and Lemma 41, we get Definition 68 and Lemma 69 by changing nK into pnK. In order to
adapt Lemmas 37 to 39 and 42 to 44, in addition to changing nK into pnK, we need to change the arguments
“e — x o r in non-deterministic time ¢ and size s” into “(¢; ) — x o 7 in non-deterministic time ¢ and size
s”, and we also need to use randomness extension (Definition 12) to extend the length of the random string
w. These modifications give Lemmas 65 to 67 and 70 to 72. Finally, with respect to Lemmas 46 and 47, we
just change nK into pnK to get Lemmas 47 and 74. The remaining steps of the proof are unchanged.

C.2.1 Technical Tool: /-pn K';w

Definition 63 (E—anf\ﬁ). For any ¢,/ € N, any A\, € (0,1), and any string x € {0,1}*, we define
€—an§w(m) as

K—angw(:z:) = min{s eN

APZE [anf\(xof) <s+/{] > 7}.
Uy

As before, from the definition, it is not immediately clear that ¢-pn Kf\w(m) is non-negative. However,
we can bound its value from below by (—1 — [log 1/(\7y)]), as stated in the following lemma:

Lemma 64 (Lower bound for E—angﬂ). Forany (,t € N, any string x € {0,1}* and any \,~v € (0,1), we
have

1
t
Z'an)\’,y([E) 2 — ’VIOg )\r‘y-‘ — 1.

Proof. For the sake of contradiction, suppose that /-pn Kg\ﬂ(a:) < —Jlog1/(M\v)] — 2. By the definitions of
£-pnK and pnK, we have

[ 1
Pr [pnKi(zo#) <l — {log /\—‘ - 2] >y
L Y

!

[ 1
Pr {nKt(:poNe;T)Sﬁ— {logky-‘ —2} 2/\} >

Py | Pl

1
= Pr [nK'(zo7]|er) <0— {log)\-‘ —2] > \y.
L Y

Now define the set A as

A= {(m) e {0,1} x {0,1}

1
nKi(z o7 |er) <0 — [log)\’yw —2}.

Then |A| > \y-2+t. However, the number of programs of length at most (¢ — [log 1/(\v)] —2) is bounded
by 20 ... 4 9t—Tlog1/(Ay)]-2 < 9¢—[log1/(A)]-1 < Ay 2=1 Therefore, there are at most Ay - ol+t—1
pairs (IT, ) where |TT| < £ — [log1/(\y)] — 2 and |r| = t. Since |A| > Ay - 24t > Ay - 2711 by pigeon
hole principle, there must exists a pair (II, w) and two strings 7; # 79, such that IT non-deterministically
computes both (€;7) — (z o 71) and (&;7) — (x o 72), a contradiction. O
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Lemma 65 (Upper Bound for Z-pn ng). There exists a polynomial p such that the following holds. For any
¢ €N, any string x € {0,1}* and any \,~y € (0, 1), we have

KA (@) < [af + log p(Ja] + 0).

Proof. Let M be the Turing machine satisfying the following.
For any strings z, w,r € {0, 1}*, M (x; e;w;r) = z in O(|z|) steps.

Hence by efficient universality (Definition 12), when p is a large enough polynomial, for any string r» €
{0, 132010 and # € {0,1}, (e;7) — (z o 7) is in non-deterministic time p(|z| + £) and size (|z| + £ +
log p(|z| + £)). Therefore, for any 7 € {0, 1}¢, we have

Pr [nKp(k“”)(x of | er) < |z| + £+ logp(|z| + 5)] =1

U (|e|+6)

Which gives us pn K§(|x‘+£)(

we get

x o) < x|+ £+ logp(|z|+ £) for any A € (0,1). Since this holds for any 7,

Pr [anf;('w‘”)(xof) < |z + £ + log p(|z] +z)} =1

Pl

By the definition of ¢-pnK, we conclude that for any v € (0, 1),
¢
KA (@) < [a] + log (|| + 0),
which completes the proof. O

Lemma 66 (Monotonicity of E—an’;ﬁ(x) on \,v,t). For any {,t1,ts € N7 satisfying t| > to, any
A1, A2, V1, Yo satisfying A1 < Ao and 1 < 79, and any string x € {0, 1}*, we have

Z-pn Kf\ll () < L-pn Kizmz (z).

Proof. Let s = {-pn Kf\22 -, (@). Then we have

t o
By K eon <o) 2
By randomness & non-determinism extension (Definition 12), for any # € {0, 1}£ , we have pn Kg\ll (xor) <
pn KKQQ (z o 7). Hence we get

P K ) < 5] > g > .
f~Lr{g [pn Al(IOT) < s] >y >

Hence by the definition of /-pnK, we have /-pn Kf\ll ~,(¢) < 5. Substituting s by E—anf\im (z) finishes the
proof. O

Lemma 67 (Monotonicity of ¢-pn Kf\,'y(l‘) on ¢, ). There exists a polynomial p such that the following
holds. For any £,0' € Nwith{ < ', any \,~v € (0, 1), any strings x,y € {0,1}* and any t € N, we have

C-pnkGPI IO () < ppnKS (2 0 ) + log p(lee] + [y] + )

52



Proof. Let s = €—an§w(x o y). For some string 7+ € {0, 1}, we say 7 is good if pnK§ (z oy o7) < s+ L.
Then by the definition of /-pnK, with probability at least v over 7 ~ Uy, r is good. For such a good 7, by
the definition of pnK, we have

Pa K (zoyor|er) <s+ (] >\

By randomness extension (Definition 12), for any ¢’ > ¢, we have

Pr [nK'(zoyof|er) <s+(] > A

7/ ~Uy

In other words, with probability A over 7’ ~ Uy, (€;7') — (z 0y o 7) is in non-deterministic time ¢ and size
(s + ¢). Now for any integer 4, let i denote the binary encoding of ¢ with each bit duplicated, concatenated
with 01. Let M be the Turing machine satisfying the following.

For any strings x, y, 7, #, w € {0, 1}*,

M(|$’O|/?\//|O’f’/;ﬂfoy07ﬁ;w;6)::cof’of/

in poly(|z|, [y[, |7, 7']) steps.

Hence by efficient universality (Definition 12), for any # € {0,1}'~¢, (zoyo#) — (z o7 o) is in
non-deterministic time poly(|z| + |y| + ¢') and size (¢ — £ + O(log(|x| + |y| + ¢'))). Applying efficient
composition (Definition 12), when p is some large enough polynomial,

Pr nKt+p(‘x|+€/)(mofof’l ’ € 7,/) < 3+£’—|—logp(|x] + |y‘ +£l):| >\

Uy p (o4l +)
By the definition of pnK, this is equivalent to

anT_p('IlM/)(x ofof) < s+ +logp(lz| + |y| + ).
Since the above inequality works for any good 7 ~ U, and any 7/ € {0, 1}”‘{ we get

Pr [pnk{ P (200 i) < s+ €+ logp(Jz] + [yl + )] > 7.

Uy

WNZ/{Z/_Z
In other words, E’—anf\+f(|x‘+£l)(x) < s +logp(|z| + |yl + ). Substituting s by £-pnKS _ (x o y) finishes
the proof. O

Similar to MINZ-nKT, we can define the MINZ-pnKT problem for ¢-pnK.

Definition 68 (MIN/-pnKT). We define MIN/-pnKT as the promise problem (YES, N O) such that

{ﬁ—ani/a’d/C(m) <s = (x,15,1%,14,19,10,1¢,14) € VES,
PR 1) 0 (a1ye(®) > 8 = (2,1%,1,14,1%,1°,1%,1%) e NO.

A basic property of MINZ-pnKT is that its easiness follows from the easiness of MINpnKT.

Lemma 69. If MINpnKT € prBPP, then MINZ-pnKT € prBPP.
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Proof. Suppose we are given an instance (x, 1%, 1%, 1¢,12, 1° 1¢, 1d) that is in the promised inputs of MINZ-pnKT,
and we want to decide whether it is in YES or NO. If it is in YES, then we have ¢-pn Ké/avd/c(x) < s,and
by the definition of /-pnK, we get

d
Pr {anZ/a(a:of) < s+€] > —.

T~Up C

On the other hand, if the instance is in V'O, then we have ¢-pn K’Eb_l) Jay(d—1)/c(®) > 5, and by the definition
of Z-pnK, we get

d—1

r [anfb_l)/a(:UOf) < s+4 < —

F~Uyp
Now let A be the probabilistic polynomial-time algorithm that decides MINpnKT with error 1/3. Let A™
denote the algorithm that runs A for m times and takes the majority. By Chernoff bound, the error of
A™ is bounded by 2~™/18. Qur algorithm B for deciding MIN/-pnKT works as follows: it first defines
k = 18¢?, then it takes k independent samples Ri,..., Ry, ~ Uy Then for each i € [k], it computes X; =
Al36108K] (2 0 R; 15 1%,1%,17). Finally, it computes V = (2%, X;)/k, and accepts iff V > (d — 1/2)/c.
It is not hard to see that B runs in time poly(|z|, ¢, s, ¢, a,c). We claim that B computes MINZ-pnKT
with error at most 1/3. Let Y; = MINpnKT(x o R;, 15,1119, 1%). First, since the error of A™ is bounded
by 2-™/18 by a union bound, we have
1

Pr[di € [k], X; # Y] < k. 27361o8k/18 _ ~

= 42)

That is, with probability (1—1/k), all MINpnKT (zo R;, 1%, 1, 1%, 1%) are computed correctly by Al361gk],

Next, if the input is in YES, then by the definition of MIN/-pnKT, we have E[Zle Y] > k-d/c. Also, Y;
are independent identically distributed random variables in {0, 1}. Therefore, using Chernoff bound, we get

k

d—1 1
§ Y; < k- /3]§exp<—2-2-k):e4. (43)
= c 9c

Combining Equations (42) and (43) with union bound, we have

Pr

zk:Xi<k:-d_1/3

X C
=1

Pr §674+%§

LW =

That is, the probability of B rejecting an input from YES is at most 1/3. Similarly, one can show that
the probability of B accepting an input from A is at most 1/3. Hence we conclude that MIN/-pnKT =
(YVES,NO) € prBPP. O
C.2.2 Useful Bounds for ¢-pn Kﬁw

In this section, we state and prove the following lemmas for /-pnK. They are important ingredients in
the proof of the hard direction of Theorem 9.

Lemma 70. There exists a polynomial p such that the following holds. For any n,m,k,t,{ € N¥, any
A\, € (0,1) and any string x € {0,1}",y € {0,1}™, z € {0,1}™*, we have

E-anf\tf(an) (x 0 DPg(y;2)) < E-angw(x oy) + mk + log p(nmkf).
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Proof. Let s = E—anf\ﬁ(x oy). We say that # € {0,1}" is good, if pnK}(z o y o #) < s+ £. Then by
the definition of /-pnK, with probability at least y over 7 ~ Uy, 7 is good. For a good 7, by the definition of
pnK, we have

Pg'{ K (zoyor|er) <s+L] >
Uy

By randomness extension (Definition 12), for any ¢’ > ¢ we have

Pr [nK'(zoyof|er) <s+ (] > A

7/ ~Uy

For any integer i, let 7 denote the binary encoding of ¢ with each bit duplicated, concatenated with 01. Let
M be the Turing machine satisfying the following.

For any n,m, k,¢ € N*, for any strings z € {0,1}%,y € {0,1}™ 2 € {0,1}"* 7 ¢
{0, 1}, w € {0,1}*,

M(fiomokolozzoyorwie) = (x0DPy(y;z) o F)
in poly(nmkfl) steps.

By efficient universality (Definition 12), (x o y o #) — (x o DPg(y; 2) o 7) is in non-deterministic time
poly(nmkl) and size (mk + O(log(nmk())). Then by efficient composition (Definition 12), for a large
enough polynomial p, for any good 7, we get

Pr nKFPOmED) (00 DPL(y; 2) o 7 | €77) < s + £+ mk + logp(nmkﬂ)} >\

T/Nut+p(nmké)

In other words, pn Kfrp(nmké) (x 0o DPg(y; 2) o 7) < s + £ + mk + log p(nmkl). Because the fraction of

good 7 ~ Uy is at least v, we conclude that
E—an';w(x o DPy(y; 2)) < s+ mk + log p(nmk(),
Substituting s by /-pn ng (z o y) finishes the proof. O

Lemma 71. For any n,m, k,t,{ € NT, any \,~,a € (0,1) satisfying o < -, and any string v € {0,1}",
we have
Pr [(-pnKS,, (0 2) > (£ 4+ m)-pnKS,, o (2) +m] > o

2l

Proof. Let s be the smallest integer satisfying

Pr [E—anf\ﬂ(x 0oz)<s|>1-a.

ZNum

Then by the definition of ¢-pnK, we have

Pr | Pr [anf\(xozof’)Ss—l-ﬁ] >yl >1-a.

2ol | ToUp
Therefore, we have
PJ [pnKi(zozof) <s+ /] >y(1—a)>v—a.
zZ~Um,

Uy

By the definition of ¢-pnK, we get



In other words, s > (¢ + m)-pn Kf\ﬁ_a(:c) + m. Now by minimality of s, we get

Pr [E—anf\ﬁ(:z: oz)<s—1] <1l-a.

z2~oUm,

In other words, Prqy,, [(-pn K';w(:v ow) > s] > a. Substituting s, we get

Pr [E—angw(:v oz)>(L+ m)—angw_a(:E) +m] > .

2~ U,
This completes the proof. 0

Lemma 72. There exists a polynomial p, such that the following holds. For any string x,y € {0,1}* and
any parameters {,t,t1,to € NT and v,v', A\, N € (0,1) satisfying the following constraints:

* 1y <Y,

s t >t +p(lz|+ |yl +0),

c (1= >1=")+1=X),
we have

E-anﬁw(:c oy) < f-anﬁi,Y/(x) +pnKZ(y | ) + log p(|z| + [y| + £).

Proof. The idea is, if to < £, then we can use the random string generated along with x for pn Ki%(y | ).
Let f—anil,y/ (z) = s1, and pnK&, (y | ) = so. Without loss of generality, we assume that so < || + |y],

(lw\+|yl+€)(
v

because otherwise, by Lemma 65, when p is a large enough polynomial, we have ¢-pn KI)’\ zoy) <

)

|z| + |y| 4 log p(|z| + |y| + £), which finishes the proof. For any string #* € {0, 1}, we define the following
conditions:

(C1) 7 satisfies pnK}! (z 0 ) < 51 + L.
(C2) # satisfies nK (y | a;7) < so.

Then we have the following claim:

Claim 73. If 7 satisfies both (C1) and (C2), then for large enough polynomial p, we have pn Kf\(x oyor) <
s1+ s2+ £+ logp(|z| + [y[ + 0).

Proof of Claim 73. By (C1), we have

Pr [nK" (zo#|er) <sp+4] > A

reUiy
By randomness extension (Definition 12), for any ¢’ > 1, we get

PZE K (z o7 | e1") <514+ 4] > A (44)
r/ Uy
By (C2), we have

(z;7) — y in time ¢ and size so. (45)

Let II be the program of Equation (45). Let M be the Turing machine which gives efficient simulation for
the computational model (Definition 12), then for a large enough polynomial py, since sy < |x| + |y|, we
have
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 Yw € {0,1}¢, M (II; x; u; #) outputs either y or L in po(|x| + |y| + £) steps,
« Jw € {0,1}¢, M (II; x; u; #) outputs y in po(|x| + |y| + £) steps.

For any integer ¢, let 7 denote the binary encoding of ¢ with each bit duplicated, concatenated with 01. Let
M’ be the Turing machine satisfying the following.

For any IT, z, w, 7 € {0,1}* and any ¢ € N satisfying ¢ < |u/, on input (|::c/\ ololl;z o wie),
M’ runs M (IT; ; wy; 7) to obtain y, where wy denotes the length-¢ prefix of w. If y # 1, it
outputs x o y o 7; otherwise it outputs L.
Then for a large enough polynomial p1, for any ¢ > t we have
e vw € {0,1}, M'(Jz| o £ o IT; z o #; w; €) outputs either (z oy o #) or L in py(|z| + |y| + £) steps.
« 3w e {0,1}", M/(m ol oTl;z o ;w;e) outputs (z oy o 7) in py (|| + |y| + £) steps.
By efficient universality (Definition 12), when ps is a large enough polynomial, we get
(x o#) — (z oy o) in non-deterministic time pa(|z| + |y| + £)
and size (s2 + log pa(|z| + |y| + £)). (46)

By apply efficient composition (Definition 12) to Equations (44) and (46), when p is a large enough
polynomial, we get

Pr [nKtler(l“Hly‘H)(a: oyof|er) < sy +sy4+L+logp(|z|+ |yl +0)] >\

7~ Usy ||+ |yl +0)
Since t > t1 + p(|z| + |y| + £), we get
pnKi(z oy o) < 81+ so+ £+ logp(|z| + |y| + £).
This completes the proof of the claim. o

By the definitions of ¢-pnK and pnK, for # ~ Uy, 7 satisfies (C1) with probability at least 4/, and 7
satisfies (C2) with probability at least \’. By union bound, with probability at least 1 —(1—+")—(1—X\) > ~,
7 satisfies both (C1) and (C2). Hence by the definition of /-pnK and Claim 73, we have

(-pnKS  (z 0 ) < L-pnKY_, (2) + pnKS, (y | o) +log p(|z| + [y| + 0).

Since to < ¢, by randomness & non-determinism extension (Definition 12), we have pn K‘f\, (z) <pn Kg\% ().
Hence we get

E—anﬁw(az oy) < K—anﬁ\lﬂ,(:E) +pnKZ(y | ) + log p(|z| + [y| + £).

as desired. O
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C.2.3 Main Lemma: Bounding Conditional pK

Lemma 74. Suppose MINpnKT & prBPP. Then there exists a polynomial p and an integer Ny € NT such
that the following holds. For any n,m,7,{,t,b,d € N* and any string x € {0,1}",y € {0, 1}™ satisfying
the following constraints:

« 2/3 <b/n? d/n? <1,
e No<n<m<r.
o T <0< T
o t>2p(7),
we have
PR (y | ) < puKT_y 5 (y | )+ pni P70 (@) = (€ 7)paK(TT s o) () + logp(t).

Proof. Let p1, p2, p3, p4 be the polynomials defined in Lemmas 65, 67, 70 and 72 respectively. Without loss
of generality, we assume they are all monotone. We define k as

_ 7_8 7_6
k= LpnKy B0 ) (w0 y) — (0 78)pnK P20 e (@) + Nog ps(7%)] + [log pa(7%)] + 1. (47)

By our assumptions on the parameters, when NN is large enough, we have n +m + ¢ + 73 < 7. Hence we
have

_ T8 T6
k> 6Ky ) (w0 y) — (04 70)-pnK (P2 ) (@) 4 logpa(7%) + 1

—ps(r®
> €—anZ/5337(d/rz3 (xoy) — K—an'Eb_l)/n37(d_2)/n3 (xoy)+1 (By Lemma 67)
> E—anZ?TI;;Z/?:; (xoy) — L-pn K;sg,“/g# (xoy)+1 (By Lemma 66)
=1. (48)

Next, we upper bound and lower bound the value of k, and use DPG reconstruction lemma to finish the
proof.

Upper Bound for k. Since n < m < 7, by Lemma 72, we get
e (78 - e (78) —pa (16
CpnKy 220 (w0 y) < KTy sy | @) + -pnKy TP (2) - log pa(r9).  (49)

Therefore, by combining Equations (47) and (49), we have

i (78) —pa (16 -6
B < K]y oy | @) + CpnKG B0 (@) — (€4 70)pnK T ) ()
+ log p3 (%) + log p2(7°) + log pa (%) + 3.

Therefore, when ¢ is a large enough polynomial, we get

k< pnKl_y sy | 2) + E-an;g;’((Td)H)/n?,(:c) — (0 + 7'3)—an€:2§;2137(€[72)/”3 (x) +logqi (7). (50)
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Lower Bound for k. We first show a loose upper bound on k£ when p and Ny are large enough. Based on
this, we give a lower bound for k. When p is a large enough polynomial such that p(z) > p3(z®) + p1(z%),

_ 8
t > p(r) > p3(7®) + p1(7%). By Lemma 65, é-anz/sgg/ng(x oy) <n+m+logpi(n+m+/{) <

t+p2(79)

27 + log p1(7%). By Lemma 64, we also have (¢ + 73)-pn K(bfl)/n3,(d72)/n3 (x) > —3. Therefore, we have

a loose upper bound for £:
k < 27 + log p1 (%) + log p3(7%) + log p2(7%) + 6.
Since 7 > Ny, when Nj is a large enough constant, we have k < 37. Therefore, we get mk + k < 73, and

76 > ¢+ 73 + n. By Lemma 67, we get

7'6 T3 n
(€4 72)-pK(P2T ) o (@) = logpa(79) < (£4 79)-pnK{PH0T ) (@) — logpa(€ + 7° + )

< (£ mk + k)-pnK{,_ 1) 3 (42 /s (%)-
We also have 78 > nmk#, which gives us

— 78 — nm
C-pnKy 720 (w0 y) + log ps(7%) > £-pnKy 200 (@ 0 ) + og ps (nmk).

Therefore, we can now lower bound k:

(78 -6
k= t-pnKy 220 ) (o y) — (04 7)-pnK T ) (@) + Nogp(r)] + Nlogpa(79)] +1

> E—an;:g?(g/ng) (x oy) + logps(nmkl) — (£ + mk + k)_anIEb—l)/n3,(d—2)/n3 (z) + 1. (51)

Distinguisher for the Direct Product Generator. By Equation (18), when Nj is large enough, £ > 1
always holds. Here we define an algorithm D to distinguish DPy (y; Uk ) from U,k . We set the threshold

s = E—anZ?ﬁfdn/Zfz) (x oy) + mk + |log ps(nmk?)|. (52)

By Lemma 69, MINpnKT € BPP implies MINZ-pnKT € prBPP. Let B be the polynomial-time algorithm
that decides MINZ-pnKT with error 1/n*. We define the distinguisher D as follows:

1. D getsinput z € {0, 1}7F+k,
2. Doutputs B(z o z,1%,1¢,1¢,17° 10, 17° | 19).

In fact, if z ~ DPy(y; Ui ), then by Lemma 70 and eq. (52), we get

Pr [Z-ani/ng’d/ng(l’ o DPy(y; w)) < s] =

w~Um

Therefore, we have

1
P D(DPy(y; =1]>1- —.
JBr [DOPyyw) = 1) 21— (53
Randomness of D

On the other hand, if z ~ U+, then by Lemma 71, we get

1
Pr [-pnKl, ) s g1y (@0 ) 2 (4 s+ BP0 s () + mk + k| > =

WUk 1k

But by Equations (51) and (52), we have

(6 +mk + k)-anléb_l)/ng’(d_2)/n3 () +mk+k>s+1.
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Combining these two inequalities, we get

Pr g-an’éb_l)/n37(d_1)/n3(x ow)>s+1| > 5

WUkt k
Therefore, we have
Pr Dw)=1]<1- —+ —. 54

w~-Up e+ k n3 n4
Randomness of D

By comparing Equation (53) and Equation (54), we see that D distinguishes DP (y; Uy, ) from Uy, 11 with
probability 1/n% — 2/n* > 1/n*. Then by Corollary 24, there exists some polynomial p,, such that

pKPor (DD () < &+ log py, (1)

We can store the program of D in the description, as well as ¢, s, £, which takes no more than O(log t) bits.
If we have x, then we can simulate D in time poly(t), and answer the oracle queries. Therefore, when g2 is
a large enough polynomial, we have

pK2W (y | ) < & + log ga(t). (55)

Putting It All Together. To summarize the previous paragraphs, when p is a large enough polynomial and
Ny is a large enough constant, by Equation (50) there exists some polynomial g; such that

k< PR s (y | @) + CpnKy B0 (@) = (04 72)-pnK{AT) s ) (@) +Tog i (7).

Also, by Equation (55), there exists some polynomial go such that

k> pK2W(y | 2) — log ga(t).

Combining these two inequalities, we get

pK2 O (y | @) < KTy a(y | ) + -k B0 ()
= (0 70K a2y () + Tog a(7) + log aa (1)

Therefore, when p is a large enough polynomial, we get

PKPO(y | ) < pKT_ sy | )+ pni BTl (@) = (CF 7)-pnKETT) s () ) s (@) + log (1),

This concludes the proof. O

C.2.4 Proof of Theorem 62
We first state and prove the following lemma, then we prove Theorem 62 using this lemma.

Lemma 75. Let L = SAT, and define L,, = LN{0,1}". Suppose L € NTIME[n¢]. Fora given x € {0,1}",
define A, C {0,1}™ to be the set of witnesses for x. If MINpnKT € prBPP, then there exists a polynomial
p such that for any n, any x € L,, and any y € A,, we have

pKP() (y | 2) < log |Ay| + log p(n).
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Proof. If x € L,, then by Theorem 4, there exists some polynomial p . such that for any y € A,
pnKPLc ()42 (1) < log | A,| 4 log p,. (n€). Since A, is decidable in time n° given z, and by Lemma 29 we
can amplify the success probability, we get that there exists some polynomial p; such that p;(2) > 2% and

pnK{! (1/ s(y | #) < log|As| +logpi(n). (56)

Let po be the polynomial stated in Lemma 74. Let m = n®, 7 = p;(n). Then by Lemma 74, when n is large
enough, for any /,t,b,d € Nt satisfying 2/3 < b/n®,d/n® < 1,7 < £ < 7%, ¢t > py(7), and any string
z € {0,1}", y € {0,1}™, we have

pKP2® (y | ) < PKT_1 /s (¥ | x)+€—anZ;5§7((TCI)+1)/n3 (z)— (E—i—73)—anE:ff)(23’(d,2)/n3 () +log p2(t).

Now, setting ¢ to be some polynomial of n, if we can bound

C-pnKy BT (@) = (4 72)pnKED (@)

by a constant, then using Equation (56), we are done. Even though we don’t know how to do this directly,
we can use the telescoping trick. More specifically, let p3 be the polynomial stated in Lemma 65. We define
four sequences {/;}7", {ti}i—q. {bi}i—o and {d;}}_, inductively:

o lo="T30; =41+ 73, Vi€ [n].

o to =2pa(7) + p3(79); t; = ti1 + 2pa(7), Vi € [n].
bo = [3n3/4];b; = bi_1 — 1,Vi € [n)].

e dy=[3n3/4];d; = d;_1 — 3, Vi € [n].

It is not hard to verify that for any ¢ € {0,...,n}, ¢;,t;,b;, d; satisfies the conditions of Lemma 74. Hence
we get

PRIy | ) < Py | )+ impny T s @)= (Lt )P T (o) Hlog o)

(57)
Now using a telescoping argument, we get
to— T tn— T
Eo'p“Kb(;/ff((d)oH)/ns() gn‘p“Kbn/fi?,((d)n+1)/n3(x)
S () (")
. ti—p2(T i p2(T
= <€i'anb /n§ (d; +1)/n3( r) —Lig1- anb ill/n;(dl+1+1)/n3 (x)>
i=0
n—1
i T t; T
= (62 anb /sg((d)Jrl)/nS( ) — (i +T3)'an(b+f)i)(/7)Ls (d; 2)/n3( ))
i=0
By Lemma 65, we have
to— T
CopnKy P20 (@) < ThpnKE T (@) < nt logpa(7),
which is at most 2n for all large enough n. By averaging, there must be some i € {0,...,n — 1} such that
ti—p2(T) ti+p2(7) ; :
<€i—anb /n32 (ds +1)/n3( x) — (b + 73)- an( 2)/n3 (d—2)/n o(z )) < 2. For such an i, by Equation (57) we

have
pKP2 ) (y | ) < pnKT_, s (y | ) + log pa(ts) + 2.
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Note that ¢; < t,,. Then the above yields
pKP2(") (y | @) < pnKT_y s(y | @) + log pa(tn) + 2.
Combining this with Equation (56), we get that for all large enough n, for any x € L,
pK”2(") (y | ) < log| Ay| + log pi(n) + log pa(ta) + 2.

Notice that t,, < (2n+2)p2(7) +p3(7%) = (2n+2)p2(p1(n)) +ps(p$(n)), which is polynomially bounded
by n. Hence for a large enough polynomial p, we have

pKP(™) (y | ) <log|Az;| +logp(n),
as desired. -

Proof of Theorem 62 from Lemma 75. Our randomized polynomial-time algorithm B for deciding L =
SAT works as follows:

1. Bgetsz € {0,1}" as input.
2. B takes a sample y from USamp(17°,17(") ).
3. B checks if y is a witness for x.

4. B repeats step 2 and 3 for O(n®-p(n)) rounds. If at any round, y is indeed a witness for x, B accepts;
otherwise B rejects.

If x € L, then A, = &, so B never accepts z. If x € L,, then by Lemma 75 and Proposition 26, for any
y € A,, the probability that USamp(1™,17(") z) = 4 is at least Q(1/(n® - p(n) - |A,|)). Summing the
probability, we get

Pr [y € Az] > Q(
y~USamp(17°,17(n) 1)

1
n¢-p(n))
Therefore, if we sample for O(n® - p(n)) times, we can obtain some y € A, with probability €2(1). Hence

B accepts x with probability Q(1). Hence we get L € BPP. Since L = SAT is NP-complete, we conclude
that NP C BPP. O
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